behavior and delinquent peers is a consequence of measurement errors or artifacts arising from self-report data. When asked to describe the delinquency of friends, they argue, individuals may impute their own behavior to their friends, for example, on impute friendship to people like themselves (see Gottfredson and Hirschi, 1990). Warr (1998) has raised a number of objections to these claims, and Mataraza and Anderson (1988) have shown that the correlation persists even after accounting for measurement error. What many investigators also seem to overlook is that early studies demonstrating a correlation between delinquent behavior and delinquent peers relied on means other than imputational data (i.e., official records or self-reports obtained independently on respondents and friends—see Reiss and Rhoades, 1964; Erickson and Empey, 1965; Hepburn, 1977), as did a more recent study by Aseltine (1995). Consequently, it is difficult to ascribe the correlation to any alleged idiosyncrasies of self-report data. Whatever it may mean, the correlation between delinquency and delinquent friends seems robust with respect to method.

Questions concerning causality surround all theories, of course, but they have plagued theories and research on peer influence since the moment they first entered the arena of criminology. The reason, I think, is not mysterious. Despite strong and persistent evidence of peer influence in the etiology of delinquency, investigators have as yet failed to identify the precise mechanism(s) by which peers "transmit" or encourage delinquent behavior among one another. It may be true, for example, that having delinquent friends is a strong predictor of delinquent conduct, but that is a little like saying that hanging about swamps increases the chances of contracting malaria. It may be an accurate statement, but it is not particularly informative.

The case for causality would be considerably strengthened if investigators could pinpoint or even narrow the number of mechanisms by which peer influence operates. One of the principal purposes of this book is to organize and describe the ways in which peer influence may act to encourage or facilitate delinquent behavior and to assemble existing evidence that bears on those explanations. It is to this task that we now turn.

Humans are a gregarious species, and the notion of peer influence is neither difficult to understand nor far removed from everyday experience. Few readers of this book could genuinely claim that their preferences and practices with respect to music, dress, politics, entertainment, or religion were acquired solely from their parents or developed wholly in isolation. Nevertheless, one investigator (Reiss, 1966) was entirely correct when he described the nature of peer influence as "mucky."

When it comes to understanding the role of peer influence in delinquent behavior, the principal difficulty confronting investigators lies in the sheer number and manner of ways in which peer influence may operate to encourage criminal conduct. Most criminologists who invoke the words "peer influence" probably have in mind several mechanisms of social influence, and these conceptions often vary considerably from one investigator to the next. My objective in this chapter is to survey the possibilities concerning the nature of peer influence, drawing on possible existing evidence from the social sciences to inform the discussion and establish a case for each explanation.

The aim, however, is not to champion one explanation over another. Testing and adjudicating among these explanations is likely to require years of concerted effort from social scientists, and it would be premature at this point to select one theory over another. Rejecting
a correct theory is no less serious than affirming a false one, and under the present state of evidence the risk of both errors is substantial. Furthermore, it is altogether possible that there are multiple distinct mechanisms of peer influence in everyday life that operate independently or in tandem to encourage delinquent behavior. Consequently, evidence for one theory is not necessarily evidence against another.

With these caveats in mind, let us turn to the task at hand.

FEAR OF RIDICULE

Ridicule is a mechanism of social control in many and perhaps all human societies (Bierstedt, 1937). Though it is often expressed verbally, ridicule may also be conveyed through facial expressions, gestures, laughter, or in writing. The very nature of ridicule is to express contempt or derision for the actions of another, and often, in so doing, to call into question his or her fitness for membership in a group (a family, a culture, the human race, the golf club, or the Vice Lords). Among adolescents, for whom acceptance among peers is often a priceless commodity, and for whom ridicule is a familiar form of interchange (Savin-Williams, 1980), the mere risk of ridicule may be sufficient to provoke participation in behavior that is undeniably dangerous, illegal, and morally reprehensible. To risk ridicule is to risk expulsion from or abandonment by the group, or to place in danger one’s legitimate claim to be a member of the group. To lose the group is to lose the identity and sometimes the prestige that it creates, as well as the sense of belonging it affords.

The power of ridicule as a mechanism for promoting deviance in groups is suggested by an ingenious study by Beyh-Marom and colleagues (1955). These investigators asked adult and adolescent subjects to list possible consequences of either accepting or declining to engage in risky behaviors (e.g., smoking marijuana, drinking and driving). Of the dozens of consequences, both positive and negative, listed by respondents, the reaction of peers was the most frequently cited consequence (mentioned by 80 to 100 percent of respondents across situations) of rejecting a risky behavior (e.g., “They’ll laugh at me”), but was much less salient as a reason for performing the behavior (“They’ll like me”). Avoiding ridicule, it seems, is a stronger motivation for deviance than a desire to ingratiating. Or, as two social psychologists (Kiesler and Kiesler, 1970: 43) have put it, “It is not that we conform just to be liked more. It is often that we conform to avoid being rejected.” Beyh-Marom and colleagues also found that teens listed fewer consequences of risky behavior than adults overall, but were more likely than adults to mention social reactions (peers, family, other authorities) at least once. And the investigators found little evidence of logical complementarity in the perceived consequences of behavior; as a rule, respondents produced more consequences for doing something than for not doing it. That rule, however, did not apply to peers:

The most striking deviation from the general pattern was with “social reactions of peers.” That possibility was actually mentioned more frequently as a consequence of not engaging in the focal behavior. Most specific instances dealt with potential losses of social standing (e.g., they will call me a nerd; they’ll get mad at me). (1953: 560)

Savin-Williams (1980; see also Eder and Sanford, 1985) found ridicule to be the single most common “dominance” mechanism among the young males he observed, far exceeding threats, physical contact, commands, noncompliance, verbal battles, or other mechanisms. So established and familiar is verbal ridicule in adolescent society that the language of adolescents contains terms to distinguish responses to such ridicule, from “taking it” or “eating it” to far more aggressive reactions (e.g., Anderson, 1994).

The sting of ridicule is heightened by the fear of rejection that plagues many adolescents. In a study of British youth, Coleman (1974, 1985) traced a number of adolescent concerns (e.g., conflict with parents, anxiety over heterosexual relationships) over the years separating childhood from adulthood. Fear of rejection by peers, he found, rises rapidly in early adolescence, reaching a peak at about age fifteen before assuming a downward trajectory. What is particularly noteworthy about the age distribution he reports is its resemblance to the
age distribution of both peer influence and delinquent behavior itself, a similarity that in each case may be more than coincidental (see Chapters 2 and 5).

Ridicule is intimately linked to another social practice, gossip, which is often nothing more than ridicule at a distance (Eder and Enke, 1991). By some accounts, gossip plays a pivotal role in group formation and dissolution among children and adolescents, and the threat of gossip seems to operate in much the same way as the risk of ridicule.

Children’s concerns about acceptance in the peer group rise sharply during middle childhood, and these concerns appear related to an increase in the salience and frequency of gossip. At this age, gossip reaffirms children’s membership in important same-sex social groups and reveals, to its constituent members, the core attitudes, beliefs, and behaviors comprising the basis for inclusion or exclusion from these groups. Much gossip among children at this age is negative, involving the defamation of third parties. However, gossip takes other important forms. For example, a great deal of children’s gossip involves discussion of the important interpersonal connections among children; that is, children discuss and debate whether other children are friends, enemies, dating, and so on. Generally these discussions are not strongly pejorative; instead, children appear concerned with consolidating their separate “social maps” of the structure of the larger group. (Rubin, Bukowski, and Parker, 1998: 659)

Fear of ridicule and gossip among young people is also “fueled by the capricious manner with which in-group and out-group status can shift at this age” (Rubin, Bukowski, and Parker, 1998: 642) and the fact that adolescents are frequently “haunted by fears of being abandoned and betrayed” (Douvan and Adelson, 1966: 192). In the United States, the transition from the more intimate and family-like environment of elementary school to the larger and more impersonal world of junior high school seems to contribute to greater self-consciousness and heightened concern with peer evaluations among students (Simmons and Blyth, 1987: 5–6), adding weight to the power of gossip and ridicule. These two phenomena (along with their close cousin, teasing – see Eder, 1991) may also explain why groups are evidently so effective at communicating their positions to members (Kiesler and Kiesler, 1970), and they may be one reason why adolescent groups seem almost naturally inclined toward unlawful behavior. A suggestion or proposition by one member may be difficult for others to dismiss or refuse, even when they are disinclined to participate.

Stated once again, the power of ridicule stems from the importance that adolescents place on peer acceptance. It is through peers that young persons first establish an identity independent of their family of origin, an identity whose very existence ultimately rests in the hands of other people. By risking ridicule, adolescents are in effect risking their very identity, a prospect that few would wish to entertain. If maintaining that identity entails an occasional foray onto the other side of the law to avoid rejection, it may seem a small price to pay to maintain such a valuable possession.

LOYALTY

Loyalty is a virtue and an element of friendship that is readily appreciated by most adults. To remain steadfast to a friend when there are pressures to defect is a cultural motif as old as the Last Supper and as modern as Monica Lewinsky and Linda Tripp.

Criminal behavior raises questions of loyalty to levels that are rarely glimpsed in other domains of life. To be disloyal to members of the group or gang — especially to the point of snitching or ratting on them — is to threaten their freedom, livelihood, and perhaps their very lives. That is probably why trustworthiness or loyalty seems to be the most important trait that adult offenders look for in one another, a trait that, though highly valued, is recognized to be rare — so rare that offenders generally approach one another with distrust (Tremblay, 1993; McCarthy, Hagan, and Cohen, 1998). It is also why snitches feel at the bottom of the prison social hierarchy and why correctional institutions routinely house exposed snitches in segregation units for their own protection.

There is reason to believe that loyalty plays a particularly important role in interpersonal relations among adolescents. Adolescent
friendships, once again, are *formative* friendships. They are the first tentative efforts to define an identity outside the family, an identity that may be of enormous importance to a youngster emerging into a new phase of life and a new social world, and an identity whose very newness makes it fragile.

As formative and therefore unpracticed relationships, adolescent friendships often require greater attention to rules and greater clarity and formality in the relationship than will be necessary later in life. As it happens, one of the most important definitional elements of friendship to adolescents is loyalty:

In describing the nature of friendship, adolescents typically mention two features not found in children's descriptions. First, friends must be *loyal* to one another; they should not "talk about you behind your back." Commitment and genuineness in attitudes, values, and interests are demanded. (Savin-Williams and Bernot, 1990: 278) [Author's note: the other essential element is *intimacy*].

What is needed in a friend at this stage is that she should be loyal and trustworthy - someone who will not betray you behind your back. (Coleman, 1980: 410; see also Youniss and Smollar, 1985; Rubin, Bukowski, and Parker, 1998)

When it comes to delinquent behavior, loyalty means much more than not ratting on your friend(s). It often means engaging in risky or illegal behavior in which one would not otherwise participate in order to preserve or solidify a friendship. Loyalty, after all, can be a potent means of demonstrating friendship, and sharing risky behavior provides an excellent opportunity to prove one's loyalty and seal a friendship (Schwartz, 1997). In a study using national survey data from young people, Warr (1999a) found that adolescents were more likely than either older or younger persons to say that they would lie to the police to protect their friends. Loyalty of this sort may seem misplaced to adults, but their friendships are often less crucial to their lives and identities than those of adolescents. When young persons express mutual loyalty to one another, they create a pact that holds at bay the fear of rejection and isolation that haunts so many of them.

Apart from its importance as an element of friendship, loyalty also provides a form of *moral cover* for illegal conduct. It invokes a moral imperative that supersedes or nullifies the moral gravity of the criminal offense. Yes, I took part in the robbery, but I did so out of loyalty to Sonny, who would have done the same for me. As a universally recognized virtue, loyalty imparts legitimacy to otherwise illegitimate acts and confers honor on the dishonorable.

**STATUS**

A matter closely related to loyalty and ridicule is the concept of status, a term that denotes prestige or respect within a group. Merely belonging to a group can confer status on an individual, both inside and outside the group, but status more commonly connotes a place within a recognized hierarchy or division of a group.

A tendency to establish status hierarchies in groups seems to be a feature of all primate species, according to Savin-Williams (1980). He reports that young males randomly assigned to a summer camp cabin formed a stable dominance hierarchy within hours after meeting, and that contests over status declined rapidly once the hierarchy was formed. The status hierarchy of the group was mirrored in features as trivial as the sleeping arrangements of the boys, who sought to sleep nearest the alpha male. The boy at the bottom of the status ladder, by contrast, was so utterly inconspicuous in the group that his absence sometimes went unnoticed.

Other research corroborates the claim that status hierarchies form rapidly in groups (see Levine and Moreland, 1990), and it appears that one of the primary objectives of people when participating in groups is to avoid status loss (Cohen and Silver, 1989; Troyer and Younis, 1997). Matters of status seem to suffuse human interaction (Webster and Hysom, 1998), and social scientists have given the topic careful attention (e.g., Berger, Comer, and Flash, 1974; Ridgeway and Balkwell, 1997).

In one of the earliest and most influential efforts to understand gang delinquency, Short and Strodtbeck (1965; see also Short, 1990, 1997)
emphasized the role of "group process" in the gang, by which they primarily meant efforts to earn or maintain status in the gang. Using observational data on Chicago gangs, the authors provided numerous accounts of how gang members sought to acquire status or to fend off threats to their existing status. For example, a gang leader who had been away in detention for some time reestablished his status upon returning to the gang by intentionally provoking a fight with members of a rival gang:

It is our interpretation that the tough, highly aggressive, behavior was adopted by Duke to clarify the uncertain leadership situation that had arisen as a result of his detention. (1965: 189)

In another instance, an influential gang member, after losing a prestigious pool tournament to another clique of the gang, robbed and assaulted a stranger along with some of his team members. The offense seemed to defy any economic or other explanation at the time, but because robbery was a source of status within the gang, Short and Strodtebeck concluded that

Gary's action was specifically related to his need for status reaffirmation following the perceived loss in connection with the pool tournament. (1965: 193)

In their efforts to uncover the "status-maintaining mechanisms" (1965: 30) operating in gangs, Short and Strodtebeck focused more on gang leaders than on lower-echelon members of the gang, but their remarks indicate that even rank-and-file gang members derived status through association with the group and/or with highly regarded leaders.

The importance of status in explaining adolescent group behavior can be appreciated only by realizing how precious and fragile a commodity status is among adolescents. Recall that industrial societies deny adult status and its privileges to adolescents until long after physical maturation has occurred, creating a "maturity gap" (Moffitt, 1995) that persists for years. For many adolescents, the only potential source of status in their lives lies in the world of their age-peers, and the need for acceptance and validation in those relationships, as we saw earlier, can be very strong.

If adolescence carries with it a general problem of status deficiency, imagine what it means to be an adolescent and a member of a minority group and to live in an economically depressed area. That is the social world described so eloquently and chillingly by Elijah Anderson in "The Code Of the Streets" (1994), an essay on the social rules of the ghetto (see also Anderson, 1999). In the inner-city world he recounts, where status is virtually the only possession that many young persons can claim, there is no greater offense than "dissing" (disrespecting) another, especially in front of others, and the penalty for doing so is often immediate injury, even death.

At the heart of the code is the issue of respect - loosely defined as being treated "right," or granted the deference one deserves. . . . There is a generalized sense that very little respect is to be had, and therefore everyone competes to get what affirmation he can of the little that is available. . . . Many inner-city young men in particular crave respect to such a degree that they will risk their lives to attain and maintain it. . . . The rules of the code in fact provide a framework for negotiating respect. The person whose very appearance - including his clothing, demeanor, and way of moving - denotes transgressions feels that he possesses, and may be considered by others to possess, a measure of respect. (1994: 82, 89)

The profound importance placed on respect means that "something extremely valuable is at stake in every interaction" (1994: 94), and consequently even subtle and unintended slights can provoke savage reactions.

Many of the forms that dissembling can take might seem petty to middle-class people (maintaining eye contact for too long, for example), but to those invested in the street code, these actions become serious indicators of the other person's intentions. Consequently, such people become very sensitive to advances and slights, which could well serve as warnings of imminent physical
confrontation. This hard reality can be traced to the profound sense of alienation from mainstream society and its institutions felt by many poor inner-city black people, particularly the young. (1994: 82-3)

Ultimately, whether they subscribe to it or not, inner city residents must learn the code in order to survive in the everyday world.

By the time they are teenagers, most youths have either internalized the code of the streets or at least learned the need to comport themselves in accordance with its rules. ... Even though families with a decency orientation are usually opposed to the values of the code, they often reluctantly encourage their children’s familiarity with it to enable them to negotiate the inner-city environment. (1994: 82, 86).

Long before Anderson’s account, Short (1969: 161) observed how social and economic disadvantage feeds a need for respect, and he argued that peer groups fulfill precisely that need among inner city youth:

Peer groups in the lower class often serve important status functions for youngsters who are disadvantaged according to the success criteria of the larger society’s institutions. ... Peer groups become the most salient status universe of such youngsters. Group norms and values come to stress means of achievement not prescribed by conventional norms and values. ... Delinquency arises sometimes as a by-product and sometimes as a direct product of peer group activity. [emphasis in original]

The importance that adolescents attach to status is often evident in the value placed on status objects – cars, clothing, cellular phones, shoes, caps, and other items that “enhance one’s position among peers” (Thornburg, 1982: 18; see also Sullivan, 1989; Short, 1997; Anderson, 1999). Among inner city youth, status is often asserted by controlling access or transit through territory or “turf.” Safe passage requires “invitation or an appropriate display of deference” (Sullivan, 1989: 110).

Peers and Delinquent Conduct

In the end, Munsu (1980: 175) has offered what may be the most trenchant and succinct description of status in adolescent groups:

The reward system of the peer group (social acceptance, status with the opposite sex, and prestige) appears to be more potent than that of parents and teachers and sometimes even the law. Hence, an individual may feel that the possibility of injury or legal sanctions or even death is preferable to not being accepted by one’s peers.

Ridicule, Loyalty, and Status

Ridicule, loyalty, and status all seem to be important to understanding interaction within adolescent groups, but what specifically do these phenomena have to do with delinquent conduct? Status, after all, can be achieved through perfectly legal behavior—sports prowess, financial success, academic achievement—and loyalty is commonly appreciated as a virtue rather than condemned as a vice.

The answer, I think, is that loyalty and fear of ridicule are both extraordinarily potent compliance mechanisms for inducing conformity in adolescent groups, and they operate to promote conformity regardless of whether the behavior in question is legal or not. The same social forces that might lead a group of teenagers to walk a dangerous mountain path, jump into freezing water, or rescue children in a fire, in other words, are the very forces that can lead them to enter a store after hours, share a dangerous drug, or jeopardize their lives by running across a freeway or provoking another group. In the case of illegal behavior, these mechanisms are strong enough to coerce individuals to participate in conduct that they would not otherwise choose to engage in, and which they may personally find to be morally repugnant.

From the vantage point of the group, still another way to think of loyalty and ridicule is as magnifying mechanisms. Each transforms the behavior of the one (or a few) into the behavior of the many. Warr (1966; see also Polansky, Lippitt, and Redl, 1960) has offered evidence that delinquent events often commence with an “instigator”
appears that young males are most sensitive to challenges from persons who occupy the same social niche as themselves, i.e., other young males. The use of alcohol also acts to escalate the chances of violence, as does the presence of third parties who actively encourage confrontation.

Students of crime will immediately notice the parallels between these experiments and the actual circumstances that ordinarily precede homicides and nonlethal assaults (see Felson, 1994). Both typically involve disputes between young males in social situations over matters that involve status. It is difficult to avoid the conclusion, therefore, that the operative mechanisms that provoke violence in many real-world situations are our old friends, ridicule and status.

If threats to status can provoke violence, a desire to acquire status can also prompt unprompted violence from those who engage in “bullying” to achieve status. In fact, it appears that bullies often “seek out situations in which their behavior can be witnessed by their peers” (Felson, 1993: 108). Status also seems to be related to delinquency in another very direct way. As many criminologists (cf. Short and Strodtbeck, 1965) have observed, status in adolescent groups can frequently be earned through delinquent behavior. Why? Because delinquent behavior often exhibits the qualities that adolescent males prize—daring, spontaneity, toughness, leadership—qualities that are valued under other circumstances (e.g., military conflict or emergency rescue) by the larger culture itself. Slaby and Guerra (1988) report that aggressive adolescents expect aggression to enhance their status among peers, as well as their self-esteem. The desire to acquire or maintain status, then, is probably a common reason that members of adolescent groups initiate or participate in delinquent behavior.

Ridicule, loyalty, and status are distinct phenomena, but in the real world they probably do not operate independently, and their relations may be complex. Presumably, all members of adolescent groups dread ridicule because it poses a threat to their claim for membership, and because it may undermine whatever rank they currently enjoy (or wish to attain) in the group. Fear of ridicule, however, probably interacts with status. Those with greater status in the group have more to lose and may take more extreme measures to avoid or thwart ridicule. At
the same time, such persons are in a position to use or threaten ridicule most effectively to encourage or coerce behavior in the group. As for loyalty, it appears that status can often be earned through genuine loyalty, and the withholding of loyalty is itself a threat to status and may be as powerful as ridicule in prompting compliance. On the other hand, the use (as opposed to the threat) of ridicule is probably incompatible with loyalty in the long run and runs the risk of dissolving or disrupting the group. For while fear of ridicule seems to function as a compliance mechanism in groups, the actual use of ridicule, as noted earlier, can easily lead to violence. In the real world of adolescent relations, untangling the effects of loyalty, status, and ridicule is likely to be a difficult task.

CRIME AS COLLECTIVE BEHAVIOR

One of the varieties of human behavior that attracts the attention of both sociologists and psychologists is known as collective behavior. This category of behavior encompasses the sometimes strange, occasionally violent, and seemingly spontaneous behavior of crowds (riots, panics, looting, mob action, stampedes) as well as other phenomena that involve large numbers of people (the spread of rumor, mass hysteria, financial panics).

Attempts by social scientists to explain crowd behavior have been numerous and varied over the past 150 years. According to LeBon’s (1895) famous nineteenth-century account, for example, the anonymity, unaccountability, and invincibility of people in crowds creates a "collective mind" in which crowd members are subject to increased suggestibility and contagious behavior. Among more contemporary accounts, Turner and Killian (1967) have argued that extraordinary events (e.g., natural disasters) that are not governed by everyday rules of behavior often lead to the spread of rumor, the convergence of people in space and time, and the development of "emergent norms" through which "some shared redefinition of right and wrong in a situation supplies the justification and coordinates the action in collective behavior" (1987: 7).

Central to the notion of collective behavior is a simple but profound principle familiar to students of sociology and social psychology for more than a century, to wit, that people will commit acts when they are with others that they would never have committed if they had been alone (McPhail, 1991). Persons who could not imagine themselves engaged in looting, vandalism, or attacks upon the police may find themselves doing just such things in a crowd situation, only to return to "normal" behavior afterward. At a more quotidian level, someone who would not ordinarily curse or drink alcohol in everyday life may do so at a party or other social occasion.

Any connection between collective behavior and criminal behavior may seem tenuous at best, but it becomes less so if we remember that criminal behavior is ordinarily group behavior. Many of the leading figures in collective behavior research over the last century have agreed that "practically all group activity can be thought of as collective behavior" (Blumer, 1939: 127), and Festinger, Pepitone, and Newcomb (1953: 982) noted that the "freedom from restraint" that characterizes people in crowds

is not, however, limited to crowds. It occurs regularly in groups of all sizes and of many different types. For example, a group of boys walking down the street will often be wilder and less restrained than any of them individually would be.

In fact, group delinquency exhibits some of the same traits associated with collective behavior; it is typically unplanned, spontaneous behavior (Briar and Pillavin, 1965; Gold, 1970; Erez, 1977; Cairns and Cairns, 1994) committed by relatively unorganized and temporary (thus, crowlike) groups (Yablonsky, 1959; Warr, 1995). Applied to criminal conduct, the notion of collective behavior implies that something about the presence of others during an event provides the inspiration (and perhaps the means) to engage in crime.

A full accounting of theories and research on collective behavior is beyond the scope of this book, but an excellent summary and evaluation are to be found in McPhail (1991). Sociologists have made a large contribution to the study of collective behavior, examining the conditions that precede and instigate collective behavior, the
composition and varieties of crowds, as well as the forms of communication and mutual action that arise in crowds (cf. Turner and Killian, 1987; McPhail, 1991; Snow and Paulsen, 1991). For their part, psychologists have primarily concentrated their attention on the notion of "deindividuation." In 1955, Festinger and colleagues used that term to refer to a psychological state that frequently appears, they argued, in individuals when they participate in crowds. In this state of deindividuation, persons feel "submerged in the group," and there is a "reduction of inner restraints" (1955: 282) against behavior that would ordinarily be impermissible to the individual.

Following its introduction by Festinger and his colleagues, the concept of deindividuation was taken up and enlarged upon by a number of investigators, including, for example, Zimbardo (1969), Dipboye (1977), and Diener (1977). The thrust of much of this work was to identify the "situational inputs" that give rise to deindividuation and attendant unrestrained behavior. Investigators proposed (and, in some cases, tested) a variety of such inputs, but there are two that are consistently cited by researchers in both psychology and sociology and that seem potentially relevant when it comes to understanding group delinquency.

Anonymity

The first of these mechanisms is anonymity. It seems reasonable to suppose that the fear of observation and detection that tempers everyday behavior in public is often suspended in a large body of people. The apprehension that one might ordinarily feel if smashing a storefront window, for example, would presumably be diminished if dozens of other people in the immediate vicinity were doing the same thing.

Surprisingly, however, anonymity does not seem to have simple, consistent, or especially predictable effects on disinhibited behavior. In reviews of the research (largely experimental) on anonymity, Diener (1977, 1980) reported that subjective anonymity does seem to increase with crowd size, and some forms of disinhibited behavior appear to increase under certain conditions of anonymity (e.g., total darkness). However, he notes (1977: 145) that "anonymity has not always been found to produce unrestrained behavior" and its effects "are quite uncertain" (1980: 292). In addition, Diener cites several studies in which anonymity reduced rather than increased aggression. Investigators, he maintains, often fail to recognize the complexity of the issue. For example, one must ask: anonymity from whom? from coactors? from strangers? from authorities? from other disinhibited persons?

Even if anonymity were shown to have a strong and consistent effect in promoting disinhibited behavior, it is not clear that it would apply to much delinquent conduct. Why? Because most delinquent groups are small (typically two to four persons)—so small, it would seem, as to offer little real anonymity under ordinary conditions, and surely less than one would expect in a crowd of, say, several hundred persons.

Diffusion of Responsibility

There is, however, another force at work in groups, one which may be sufficient to encourage unlawful behavior even in small groups. According to research on public perceptions of crime, what most distinguishes criminal conduct from other forms of behavior in the eyes of the general public is its moral character. Whatever else it may be—frightening, dangerous, intriguing, tragic—criminal behavior is above all else morally reprehensible behavior.

Several decades of research on the perceived seriousness of crimes has shown that the general public appreciates not only gross differences in seriousness among crimes (e.g., robbery versus shoplifting), but fine distinctions as well (e.g., stealing from a friend versus stealing from a stranger). And there is evidence that the wrongfulness (along with harmfulness) of criminal acts is a principal determinant of seriousness judgments (Warr, 1989). What is more, seriousness judgments underlie a wide variety of public perceptions of and reactions to crime, from beliefs about appropriate punishments for different crimes to perceptions of the relative frequency of various types of crime to fear of crime. All this suggests that seriousness is the "master" or overriding feature of crime in the minds of most people.

Criminal conduct, then, is a special class of human behavior because of its deep and intrinsic moral implications, and it is through a
moral lens that people normally perceive and understand crime. (Indeed, it is precisely the moral magnitude and complexity of criminal behavior that explains why it is such an enduring subject of literature and popular entertainment.) As for offenders themselves, there is no evidence in criminology that those who engage in criminal behavior are unaware of the moral implications of their behavior. They may deny the applicability of conventional moral standards to their own circumstances, and they may have no personal moral reservations about their conduct, but they are surely cognizant of the norms of their own society and of the moral condemnation they risk by engaging in such conduct. Were it otherwise, it would be difficult to explain why offenders are so often concerned with detection by persons other than law enforcement officials (e.g., parents, teachers, or employers; see Jensen and Erickson, 1978). And, in fact, there is evidence that adolescents almost universally anticipate the moral condemnation of their parents if they are caught engaging in delinquency (Warr, 1983b).

How does all of this bear on group delinquency? Moral objections—whether internal, external, or both—ordinarily form a barrier or impediment to criminal behavior (e.g., Wilson and Herrnstein, 1985). According to both sociological and psychological accounts of crowd behavior, one of the primary mechanisms by which crowds remove restraints on behavior is by diffusing the moral responsibility for blame-worthy acts. The ethical imperatives that would ordinarily require one to refrain from taking another’s property or intentionally damaging a vehicle (or, conversely, that would compel one to help an injured person) can lose their force in situations where the moral responsibility for the act is divided among multiple parties.

Diener (1977) cites several studies that support the diffusion hypothesis, and additional evidence comes from research on what has come to be known as the “risky shift.” One might assume that groups ordinarily reach more conservative decisions than individuals, but an extensive body of research commencing in the 1960s showed the opposite; with some exceptions, group decisions tended to be riskier than those of individuals (see Shaw, 1948; Friedkin, 1999). There are a number of possible explanations for this phenomenon, but Wallach and his associates (e.g., Wallach et al., 1964) provided evidence supporting the diffusion of responsibility hypothesis and contradicting other explanations. More recent research continues to document choice shifts in groups, but investigators have retreated from the idea that such shifts are consistently riskier than initial positions (Friedkin, 1999).

The diffusion argument seems especially pertinent for explaining criminal conduct because of the extraordinarily grave moral nature of many criminal acts. Much like physical objects, acts whose moral weight would be difficult for any one individual to bear can be borne much more easily by a group—even a small group. Having even a single co-offender, after all, allows one to shift a substantial portion of the blame, perhaps most of it, to another person. For those who cannot bear the moral weight of their own behavior, the group offers a relief from the burden.

There is yet another reason why the diffusion argument may be important when it comes to delinquent groups. In most delinquent events involving groups, there is an instigator or leader in the group—that is, one who suggests or promotes the offense—and that instigator is frequently older (and rarely younger) than others in the group (Warr, 1996; see also Shannon, 1991; Emler and Reichel, 1995). The age difference between instigators and joiners is often small, to be sure, but in the world of adolescents, where a single year can make the difference when it comes to driving a car, buying alcohol, or entering high school, small differences in age are often magnified greatly. To younger members of a group, having an older person present who proposes or encourages the offense may lift much of the moral responsibility from their shoulders while simultaneously granting “adult” legitimacy to their activities (see Moffitt, 1995). In the United States, where adolescent culture is highly age-graded and age-conscious, the greater privileges, experience, resources, and freedom that older adolescents enjoy make them potentially powerful targets of emulation and adulation by younger adolescents (Caspi et al., 1995).

Delinquency as “Rowdy” Behavior

In their detailed study of the daily activities of adolescents, Caffentzis, Mihaly and Larson (1984) adopted an explanation of delinquency
(or, more generally, "rowdy" behavior) that closely resembles the collective behavior approach described here. The authors observed that "there is something about the group interaction of peers that makes rowdiness happen, even if the individual teenagers involved are not inclined to it" (1984: 197). They emphasized the "group excitement" and "disappearance of personal control" (1984: 170) that takes place in adolescent groups. What distinguishes their analysis from others is the close attention they pay (1984: 183-9) to the temporal aspects of "rowdiness." For example:

Teenagers reported being rowdy most often on Friday and Saturday nights, when they had long stretches of time free of adult supervision. For some it occurred in conjunction with alcohol or drugs; for others it did not. Teens told of trying to drive an automobile from the back seat and of hanging from railroad trestles while a train passed over. Rowdy activities included driving around yelling, throwing cans off people's yards, and having fights. After a peak in excitement between 8:00 and 1:00 A.M., they hit a low during the next two hours of 1.0 standard deviation below normal in the feeling of control. By midnight, most of our subjects either went to bed or turned their pages off, but for those who kept responding, level of control drops to 1.5 standard deviations below the mean.

Colter's analysis suggests a close connection between the periodicity of school and home life and the timing of delinquent or "rowdy" behavior.

As a means of explaining the group nature of delinquency, the collective behavior perspective is both powerful and promising. It differs from much contemporary criminological theory in that it employs a situational rather than a characterological approach to crime. As a result, it avoids what attribution theorists have called the fundamental attribution error, the tendency to attribute human behavior to stable dispositional factors while overlooking situational causes or transient environmental influences on behavior (Nisbett et al., 1980; see also Ross, 1977). And it accords with a longstanding school of thought in criminology that holds that criminal motivation is largely situational rather than enduring (Brill and Piliavin, 1965; Gold, 1970; Sarnecki, 1986; Eron, 1977; Cairns and Cairns, 1994), arising most commonly when certain persons (ordinarily young males) come into contact with one another under unsupervised conditions.

In emphasizing situational motivation, the collective behavior approach also accords with evidence that kids who are "bad" in some situations are often "good" in others (Cairns and Cairns, 1994). And as we observed earlier, there are certain undeniable similarities between delinquent groups and crowds. Perhaps more than any other perspective, the collective behavior approach capitalizes on the fact that delinquent behavior is predominantly group behavior rather than the actions of solitary individuals.

THE GROUP AS MORAL UNIVERSE

The collective behavior approach to delinquency maintains (inter alia) that groups affect individuals by exempting them, if only momentarily, from the moral code that governs the larger society. There is another way, however, by which individuals may escape or counter the moral rules of their society. As social scientists have long realized, it is sometimes the case that groups create their own moral climate; they define what is acceptable behavior within their own self-contained social system. By creating their own ethical reality, they nullify the cultural definitions that exist outside the group and that may control the behavior of those very members in situations away from their companions.

Sociologists and anthropologists ordinarily attribute moral systems to large social units - societies, ethnic or regional subcultures, religious denominations, social movements, and the like. But moral codes emerge whenever two or more individuals enter into social collaboration: a marriage, a partnership, or a friendship. Under such circumstances, the moral "they" is subsumed into the moral "we," and emerging rules of conduct become "our" rules. In joining and sharing their lot with others, individuals establish a new and exclusive moral pact.

The nature and development of norms in groups was the lifelong interest of Muzaffer Sherif, who, in a long and distinguished career, relied on both laboratory experiments and naturalistic studies (including the
famous Robbers Cave experiments) to observe the development of group norms under everyday conditions and under circumstances of competition, ambiguity, conflict, and the like. In one of his more famous books (Reference Groups: Exploration into Conformity and Deviation of Adolescents, 1964), Sherif and his wife, Carolyn, detailed norms in several adolescent groups regarding names, possessions, clothing, loyalty, and group activities (drinking, sexual activity), and they applied the venerable sociological concept of reference groups to understanding adolescent behavior.

During the adolescent period—the transition between childhood and adulthood—agemates in general and one's own associates in particular become major reference groups for the individual. Being in the same boat, they appear more capable of understanding him. They are the ones whose opinions matter and whose actions count. The "inner voice" which prompts and regulates his social actions is likely to tell him what they will think.

When a youth interacts with others of his own choosing...he takes part in developing its "customs," its "traditions" (however temporary), and in stabilizing common evaluations of other people, objects and events...They arrive at common definitions of what is good and desirable, how a "good" member should and should not treat his fellows and outsiders. (1964: 164, 165)

The Sheriffs (1964: 84) shrewdly observed how the group can encourage illegal conduct by neutralizing the threat of moral stigma.

An individual may know perfectly well what his parents, teachers, and preacher say is right and wrong, and yet violate this without feeling of guilt if his fellows do not condemn him.

The influence of peers on moral judgment may be particularly acute during adolescence because this period of life coincides with an important stage of moral development. As their store of social experience increases, young people ordinarily come to be aware of the intergroup relativism of moral codes (e.g., Kohlberg, 1964). They recognize that what is permissible in one group (with their cousins, classmates, church friends, or Saturday night friends) may not be

appropriate in another. The result is an expanding appreciation of the relativity of standards of conduct.

This relativity figures prominently in the work of Piaget (1932), who in his famous theory of moral development used the everyday reasoning of children (at games like marbles, for example) to deduce a developmental process in which children move from "heteronomous" to "autonomous" morality. In the former stage (typical of children up to about eight to ten years of age), moral rules are perceived as fixed, external "things" that, like physical laws, exist outside the individual, are universally accepted, and are not negotiable or reversible. Through interaction and role-taking with peers, however, older children become "aware of possible diversity in views of right and wrong" (Kohlberg, 1984) and eventually come to understand moral rules as internal rules "constructed by persons working together in the search for order" (Youniss, 1980; emphasis added) and "arrived at through social agreement" (Perlmuter and Shapiro, 1987: 88).

Piaget described a series of changes in moral reasoning that attend this transition, including an increasing emphasis on intention ("Did he mean to?") over outcome ("Was anyone injured?") in deciding punishment, increasing relativism, a concern for genuine reciprocity, a distinction toward severe corporal punishment, and other changes. (See Kohlberg, 1964, 1969; Hoffman, 1960; Turiel, 1983; Kagan and Lamb, 1987; and Ogawa, Nucci, and Huesmann, 1994, for lucid discussions of Piaget and for subsequent research on moral development).

Piaget's theory, if correct, would seem to have important implications for understanding both the age distribution of delinquency and its group nature. Young persons, who are just coming to realize the moral relativism of the world, may view it as license to engage in any conduct, and may revel in the opportunity to create, together with their friends, their own moral universe, one free from the strictures of parents, school, and other authorities. Freed from the rigid and simplistic moral rules of childhood, and unencumbered by the more utilitarian rules of the adult world, they can establish a moral code that supplants that of the outside world, granting legitimacy to otherwise illegitimate conduct and suspending or relieving one another of the moral obligation to conform to external social norms.
In a fascinating study of peer influence on moral development, Devereux (1970) reported a series of investigations in the United States and other countries employing the "Dilemmas Test," a structured interview in which young persons (mostly sixth and seventh graders) were confronted with hypothetical situations that pitted peer desires against some "adult-approved or autonomously held standard or value" (1970: 109). In one such situation, for example, subjects were asked what they would do if they went to a movie with a group of friends who chose to lie about their age to obtain half-price tickets. The investigators also measured subjects' "association preferences" (whether they preferred to spend time with their parents, a best friend, or a group of friends), as well as their actual associations.

Summarizing the results of these investigations, Devereux (1970: 109) states that "children who said they preferred peers to parents and groups to friends as spare-time associates, and the children who reported actually spending a good deal of time with a gang of friends were much more likely to say they would yield to peer pressure in such situations," and he concluded that such adolescents are "low on the ability to hold to internalized values when under peer pressure for deviance" (1970: 106).

From these findings, Devereux (1970: 129) ultimately drew the conclusion that exposure to peers is intrinsically criminogenic:

Children who spend much time with friends yield more to peer pressure than do those who spend much time with adults. And children who spend relatively more time with gangs of peers yield more than those who play with single friends. Hence, at face value, almost any peer experience appears to have at least some potential for drawing children toward deviance.

What makes the research described by Devereux so intriguing is not simply the apparent strength of peer influence, but the mechanism that seems to underlie it:

Our data indicated that gang (peer) association apparently functioned to *lower feelings of guilt*... Children with extensive gang experience... score consistently lower on our measure of guilt following transgression. (1970: 118-19, 130; emphasis added)
from Kornhauser (1978) and her adherents, an attack that drew much of its force from caricature (see Akers, 1998). Be that as it may, the argument here has little bearing on subcultural theory, because it is an argument about the moral reasoning that takes place within small bands of adolescents, and not about the characteristic beliefs of larger cultural groups. The closest parallel that might be drawn between the argument here and the subcultural tradition is the work of Sykes and Matza (1957), who claimed that adolescents commonly draw on a lexicon of excuses, or "techniques of neutralization," to free themselves from the moral burdens of what they are about to do. There is some evidence supporting this hypothesis (Agnew, 1994; 2000), although matters like causal direction remain difficult to resolve.

It is worthwhile to note that the arguments in this section are similar in one important way to those in the preceding discussion of collective behavior. The essence of the argument in both cases is that groups provide moral cover for criminal conduct. That is, they deflect (anonymity), dilute (diffusion of responsibility), or supplant (with an alternative code) the moral responsibility for illegal behavior. In the latter two cases, these mechanisms operate within the group to alleviate members' own private opposition to the behavior and to counteract the disapproval they face from parents, school officials, police, and others. The critical difference is that, in one case, the moral responsibility for action is merely evaded, whereas in the other, it is denied altogether.

**MECHANISMS OF CONSENSUS**

In the preceding section I argued that groups can develop their own moral codes, codes that offer moral legitimacy to the activities of the group. And I suggested that adolescents may be particularly susceptible to alternative moral viewpoints because of the phase of moral development that they occupy at that age. In addition, there appear to be social processes operating in adolescent groups that are likely to either (a) generate normative consensus in the group, (b) generate the appearance of normative consensus in the group, or (c) encourage behavioral compliance regardless of any normative (dis)agreement in the group.

What are these mechanisms? There is evidence from social psychology that people ordinarily equate liking and agreement. Citing the work of Heider (1958) and others, Kiesler and Kiesler (1970: 69) maintain that there is a "tendency on the part of people to perceive that they should somehow agree with those they like and like those with whom they agree." One upshot of this principle is that strong emotional attraction between two or more adolescents can induce genuine attitudinal change as individuals seek to reconcile their beliefs with their feelings for others. This means that even in peer groups where members initially hold disparate moral positions or conflicting stances on factual matters (e.g., the long-term risks of drug use), there is likely to be movement toward consensus in the group.

Another implication of the liking/agreement principle is that people may feign agreement with others in order to be liked, because "we apparently think that if we act somewhat like others, they will like us more" (Kiesler and Kiesler, 1970: 42–3). In a fascinating book entitled *Ingratiation*, Jones (1964) employed Goffman's (1959) dramaturgical approach to social interaction and offered experimental data to show how people often feign agreement or approval in order to secure attraction or other benefits. As he put it, "although the ingratiator's own perspective differs from the target person's, he gives signals indicating that he shares the latter's definition of the situation" (1964: 4). Jones discusses tactics of ingratiation (e.g., when to agree, the dangers of "over-agreeing") and demonstrates how strategies of ingratiation mirror the status hierarchies within groups. In an especially ingenious experiment conducted by Jones and associates, subjects listened to a dialogue between two other students. One student, Mike, always agreed very closely with the other, Paul, in expressing his opinions on a variety of issues. In half of the cases, Mike went first and Paul second; in the remaining cases the sequence was reversed. In predicting Paul's feelings about Mike, subjects predicted more positive evaluations when Mike expressed his opinions first. They saw Mike as much more conforming and manipulative when his opinions were given in response
to those of Paul. The opinions actually expressed by Mike were identical in the two cases. (Jones, 1964: 38–9; emphasis added)

In adolescent groups, whose members commonly share a compelling desire to be liked, outward agreement may be used to achieve acceptance by the group, even when there is no overt pressure to agree. Consequently, what appears to be genuine consensus to outsiders and to other members of the group may be merely pseudo-consensus, the illusion of unanimity. Nevertheless, pseudo-consensus of this kind may be as effective in promoting group behavior as genuine consensus, because its existence is known only to (and cannot be revealed by) those who dissent. Matza (1964: 54) spoke of this phenomenon when he described delinquency as a “shared misunderstanding” in which “each member believes himself to be an exception in the company of committed delinquents.” The idea of a shared misunderstanding seems especially suitable for describing the kind of unifying but false consensus sometimes found in delinquent groups.

Parenthetically, it should be noted that the other side of the liking/agreement coin—people like those who agree with them—favors the selection interpretation over the socialization perspective on peer relations (see Chapter 3). That is, initial value similarity may serve as an attractor and thus as a selection criterion in the formation of adolescent groups.

Another mechanism that can produce ostensible or actual normative consensus in a group (as well as behavioral compliance) is identified by Kiesler and Kiesler (1970: 33). They maintain that members often fulfill the expectations of the group for the simple reason that “the continuation of the group will be ensured.” The importance of peer relationships to adolescents means that they may be willing to feign or even adopt certain beliefs if that is necessary to perpetuate a group in which they find the acceptance they desire. In that connection, recall that delinquent groups are ordinarily small groups, and a significant portion are dyads (Reiss, 1978; War, 1958). In small groups, the loss of only one member can mean the termination of the group, and hence efforts to perpetuate small groups may require more extreme forms of compliance or agreement. That fact, coupled

with a smaller chance of detection by the police and a reduced risk of “rattling” by accomplices, perhaps helps to explain the small size of most delinquent groups. The irony is that delinquent groups, as we saw earlier, rarely last very long (at least as delinquent groups), which suggests that the benefits of the group do not outweigh its risks in the long run.

SUTHERLAND’S THEORY OF DIFFERENTIAL ASSOCIATION

To many students of crime, the very notion of peer influence is synonymous with Edwin Sutherland’s theory of differential association, a theory known to all criminologists and one that has been described as a “watershed in criminology” (Matsueda, 1988: 277), the “preeminent sociological theory of criminology” (Gaylord and Galliher, 1988: 165), and a theory that has had “a massive impact on criminology” (Vold and Bernard, 1986: 225).

Sutherland’s theory of differential association locates the source of crime and delinquency in the intimate social networks of individuals. Emphasizing that criminal behavior is learned behavior, Sutherland argued that persons who are selectively or differentially exposed to delinquent associates are likely to acquire that trait as well. Sutherland did not limit his theory to peer influence, but tests and applications of the theory have traditionally concentrated on peers rather than on parents, teachers, or others.

The development of Sutherland’s theory was a gradual, incremental process. Disappointed with the theoretical chaos in criminology, angered by external criticism of the field, and stimulated by intellectual developments taking place at the University of Chicago, Sutherland pursued a general theory of crime during the 1930s. In 1939, the first explicit statement of differential association appeared in the third edition of his textbook, Principles of Criminology. A revised and final version appeared in the fourth edition in 1947, three years before Sutherland’s death. The latter statement of the theory took the form of nine propositions, each followed by brief elaborations or clarifications. The nine
propositions are as follows:

1. Criminal behavior is learned.
2. Criminal behavior is learned in interaction with other persons in a process of communication.
3. The principal part of the learning of criminal behavior occurs within intimate personal groups.
4. When criminal behavior is learned, the learning includes (a) techniques of committing the crime, which are sometimes very complicated, sometimes very simple; (b) the specific direction of motives, drives, rationalizations, and attitudes.
5. The specific direction of motives and drives is learned from definitions of the legal codes as favorable or unfavorable.
6. A person becomes delinquent because of an excess of definitions favorable to violation of law over definitions unfavorable to violation of law.
7. Differential associations may vary in frequency, duration, priority, and intensity.
8. The process of learning criminal behavior by association with criminal and anti-criminal patterns involves all of the mechanisms that are involved in any other learning.
9. While criminal behavior is an expression of general needs and values, it is not explained by those general needs and values since non-criminal behavior is an expression of the same needs and values.

Detailed discussions of Sutherland's theory are available elsewhere (see Gaylord and Gellifer, 1988; Masueda, 1988; Akers, 1998; Warr, 2001), but a few comments are in order. In contrast with the reigning theories of his day, theories that emphasized hereditary or physiological factors in the etiology of crime, Sutherland asserted that criminal behavior is learned behavior, that it is learned from others (rather than in isolation), and that it is learned in face-to-face interaction in small, intimate groups (propositions 1 through 9). The content of what is learned includes techniques for committing crimes as well as motivation in the form of "definitions" (attitudes) that are favorable to the violation of law (propositions 4 and 5). In the central proposition of the theory (number 6), a proposition that is often identified as the

theory of differential association, Sutherland asserted that "[a] person becomes delinquent because of an excess of definitions favorable to violation of law over definitions unfavorable to violation of law" (1947: 7). Thus, it is the balance between definitions encouraging and discouraging unlawful conduct that decides whether individuals will engage in crime.

In his remaining propositions, Sutherland stipulated some properties of human relationships (frequency, duration, priority, and intensity) that affect learning, and he advanced what was for the time a philosophically radical position, to wit, that criminal behavior is learned in the same way that all human behavior is learned. In adopting this position, Sutherland avoided a common tendency to assume that criminals are a fundamentally distinct category of human beings whose behavior, unlike other forms of human behavior, requires a separate or unique explanation. Sutherland eschewed this point of view, even as examples of his theory behavior that was not remotely criminal ("a Southerner does not pronounce 't' because other Southerners do not pronounce 't'") (1947: 6)). More generally, he observed that "criminal behavior is part of human behavior...and must be explained within the same general framework as any other human behavior" (1947: 4). So strong was Sutherland's commitment to this point of view that he introduced the first published version of his theory with this statement:

The processes which result in systematic criminal behavior are fundamentally the same in form as the processes which result in systematic lawful behavior...Criminal behavior differs from lawful behavior in the standards by which it is judged but not in the principles of the genetic [causal] processes. (1939: 4)

Sutherland is not the only criminologist to insist on a general theory of human behavior to explain crime (see Akers, 1998), but his stance was among the earliest and most forceful declarations of that position.

Evaluating the Theory

Tests of Sutherland's theory have conventionally examined the correlation between self-reported delinquency and the number of delinquent
friends reported by adolescents. That association has proven to be among the strongest in delinquency research and is one of the most consistently reported findings in the delinquency literature (e.g., Short, 1957; Reiss and Rhodes, 1964; Voss, 1964; Erickson and Empey, 1965; Jensen, 1978; Hepburn, 1977; Akers et al., 1979; Johnson, 1979; Elliott et al., 1985; Tittle et al., 1986; Matsueda and Heimer, 1987; Warr and Stafford, 1991; Warr, 1993a, 1993b, 1998; Dishion, Patterson, and Griesler, 1994; Simons et al., 1994; Thornberry et al., 1994; Matsueda and Anderson, 1998). The fact that delinquency is primarily a group phenomenon also seems to support Sutherland’s point of view, although there is nothing in his theory that specifically requires delinquency to be group conduct. That is, one might conceivably learn illegal conduct from others but practice it alone. Still, the fact that delinquency does ordinarily occur in groups lends support to the idea that it is socially learned.

Despite this generally supportive evidence, there are inherent difficulties in testing and evaluating Sutherland’s theory, difficulties that may make it impossible to ultimately reach any firm conclusion about the theory. The major problem lies with the notion of “definitions favorable to violation of law.” Sutherland was vague as to precisely what kinds of attitudes or beliefs were to be included under this rubric. Moral evaluations of conduct? Perceptions of the likelihood of punishment? Beliefs about the inequities of life? The possibilities are seemingly endless, and consequently proponents of the theory can always respond to negative evidence by pointing to other possibly relevant definitions. The same problem arises when it comes to terms like “duration” and “priority,” which can have more than one meaning and are difficult to quantify or measure (see, e.g., Warr, 1993a).

Over the years, tests of Sutherland’s theory have incorporated a variety of different attitudes and beliefs that might reasonably qualify as definitions under the theory, and these tests have produced one consistent result. In most studies, the correlation between subjects’ behavior and friends’ behavior does not appear to be the result of (or primarily the result of) any attitude transference between individuals (see Warr and Stafford, 1991). Instead, friends’ behavior appears to have a direct effect on subjects’ behavior, suggesting that attitude transference is not the primary mechanism of transmission and raising doubts about Sutherland’s cognitive approach to peer influence. Much of the evidence supporting Sutherland’s theory is also open to questions about causal direction (see Chapter 3), though that is scarcely unique to his theory.

In the end, Sutherland’s theory may well be wrong about the precise mechanism through which peer influence operates. Viewed in proper historical context, however, the theory remains an act of genius, and in its broad features—the emphasis on socially learned behavior, the role of intimates, the parameters of social interaction, the similarities in learning legal and illegal conduct—it was well ahead of its time and may ultimately prove to be correct.

SOCIAL LEARNING THEORY

In 1966, Robert Burgess and Ronald Akers published an influential paper in which they restated Sutherland’s theory of differential association in the terminology of operant conditioning, a rapidly developing branch of behavioral psychology associated with B. F. Skinner that emphasized the relation between behavior and reinforcement. In the intervening years, Akers has devoted his career to developing and testing a social learning approach to the explanation of crime, an approach that, like operant conditioning, emphasizes the role of reinforcement (both positive and negative) in criminal behavior:

Whether individuals will refrain from or initiate, continue committing, or desist from criminal and deviant acts depends on the relative frequency, amount, and probability of past, present, and anticipated rewards and punishments perceived to be attached to the behavior. (Akers, 1998: 68)

Social learning theory benefits from and builds upon the enormous theoretical and empirical development that took place in behavioral psychology during the second half of the twentieth century. As its name implies, what most distinguishes social learning theory from other
learning theories is its sensitivity to the social sources of reinforcement in everyday life. Capitalizing on the work of Albert Bandura, Akers, and others, social learning theory emphasizes interpersonal mechanisms of learning, such as imitation (modeling or mimicking the behavior of others) and vicarious reinforcement (observing how other people's behavior is rewarded), as well as direct reinforcement, in the acquisition of behaviors. Thus, an adolescent may adopt the delinquent behavior of his friends (e.g., smoking, auto theft, drug sales) through imitation, because he observes the adult status it confers on them in the eyes of others his age (vicarious reinforcement), because it brings rewards like sexual attractiveness and money (direct reinforcement), or because participating in those activities gains him the admiration and respect of his friends (direct reinforcement). Even the simple day-to-day smiles and laughter of peers may be powerful reinforcers for deviance (Dishion et al., 1996). These examples are an oversimplification, because social learning theory focuses on the schedules, quantities, and probabilities of both reward and punishment (see Akers, 1998: 47-89), but they serve to illustrate the broad features of the theory.

Much of the beauty and elegance of social learning theory lies in its generality. Like Sutherland's theory of differential association, it purports to explain legal as well as illegal conduct. And because it uses the same principles to explain all forms of crime, it does not entangle criminology in a thicket of narrow, offense-specific theories of crime.

When it comes to empirical evidence, the generality of the theory has yet to be fully demonstrated. To be sure, the evidence for social learning theory is extensive and impressive (see Akers, 1998), but it is concentrated disproportionately on tobacco, alcohol, and other drug use, and on relatively minor forms of deviance (e.g., cheating). The evidence for the theory, consequently, can best be described as positive and promising, but somewhat limited in scope.

It is the very generality of social learning theory that also makes it difficult to test and evaluate. It is well enough to say that behavior responds to reinforcement, but it is another to actually identify or isolate the precise sources of reinforcement that operate in everyday life. Exactly what reinforcers operate in an inner city gang, a high school drinking clique, a BASE jumping club, or entice groups of teens to engage in vandalism or public nudity? This kind of specificity is what sometimes seems to be lacking in tests of social learning theory. To be fair, the criticism says less about the theory itself than about the difficulties of social science research, and balanced against such criticism is the prospect that social learning theory may ultimately prove to be a means for synthesizing divergent explanations of peer influence into a more coherent, parsimonious form.

CROSS-SEX PEER INFLUENCE

Over the years, investigators have repeatedly observed that delinquent groups are ordinarily same-sex groups (e.g., Reiss, 1988; Warr, 1996), and that fact suggests that peer influence is predominantly an intra-sexual process. However, Warr (1996) has presented evidence that qualifies each of those assumptions. Examining national self-report data from adolescents aged thirteen to sixteen, he found that the large majority of delinquent acts reported by males (who commit most delinquent offenses) did indeed take place in all-male groups. But when he examined the delinquent offenses reported by females, he found that they were significantly more likely to occur in mixed-sex groups than those reported by males. When delinquent events take place, then, females are more often found in the company of males than vice versa. To be sure, it remains true that delinquent groups are predominantly unisexual groups, but that is merely because the majority of delinquent offenses are committed by males (see Mears, Flege, and Warr, 1998).

This finding suggests that opposite-sex peers are an important source of influence among females, and, in fact, several studies conducted during the past two decades have concluded that, for some females, delinquency is a direct consequence of exposure to delinquent males. Giordano (1978: 141), for example, reported that girls who spend their time in mixed-sex groups are significantly more likely to engage in delinquency than girls who participate in same-sex groups, leading her to surmise that females learn "delinquent modes
of behavior from males." Suttin and Magnusson (1980) discovered
that elevated levels of delinquency among females who experience
carry menstruation is attributable to their tendency to associate with older
males, who often find them sexually attractive. Warr (1986) found that
females were more likely than males to report that the instigator
in their delinquent group was of the opposite sex. Sarker (1988: 72)
writes that Swedish "girls most frequently became involved with a gang
when they were together with one of the boys belonging to the gang."
And Caspi and colleagues (1993) observed that New Zealand girls
in all-female schools were significantly less likely to engage in delin-
quency than girls in mixed-sex schools. In these investigators' words,
"at least two factors are necessary for the initiation and maintenance
of female delinquency: puberty and boys" (1993: 26).

Despite this evidence of intersexual influence, it remains unclear
today just how often males contribute to the delinquency of females,
and it is also unclear whether the relationships that link male and fe-
male offenders are typically romantic in nature or similar to those of
same-sex offenders. What is clear is that cross-sex peer influence de-
serves serious attention, especially in light of the fact that peer groups
become increasingly mixed-sex in composition as individuals enter
middle and late adolescence (e.g., Dunphy, 1980).

GROUPS, DRUGS, AND DELINQUENCY

Most delinquent events are group events, but some kinds of offenses, as
we saw earlier, are more likely to be committed in groups than others.
Shoplifting, for example, is among the least "groupy" offenses, with a
higher violation rate of about 45 to 55 percent. By contrast, alcohol
and marijuana are used by adolescents almost exclusively in groups
settings (see Gold, 1970; Erickson, 1971; Erickson and Jensen, 1977;
Warr, 1986).

The group nature of drug (including alcohol) use may have im-
portant implications for understanding the group nature of delin-
quency in general because of the strong association between drug
use and offending. Evidence indicates that a substantial proportion of

criminal offenses are committed by persons under the influence of a
controlled substance (Tonry and Wilson, 1990). Some criminologists
see no causal significance in this association whatsoever, arguing in-
stead that drug use and criminal conduct merely share some common
cause (e.g., low self-control -- see Gottfredson and Hirschi, 1990). Oth-
ers, however, see a causal effect arising from the distorting effects
of alcohol and certain other drugs, or via other mechanisms (Tonry
and Wilson, 1990).

One can readily imagine several causal scenarios linking drugs,
groups, and delinquency. Drug use could be the raison d'etre that
brings a group together at a certain time and place, but factors other
than drug use itself might precipitate delinquent behavior. Or drug use
could both unite individuals and itself stimulate delinquency. Under
another scenario, groups might assemble for reasons unrelated to
drugs or delinquency (to try out a friend's new car or to celebrate
a birthday), but engage in social/recreational drug use that results in
delinquent behavior. Or drug use might simply compound or amplify
other processes that naturally occur in groups (e.g., disinhibition).
Finally, some groups might engage in delinquency for the purpose of
securing money for the drugs they seek.

Although the role of groups in selling and distributing drugs has
received attention (Short, 1997), the link between drug use and
group delinquency is a largely unexplored topic. An exception can
be found in Hagan (1991), who offers a variant of one of the causal
scenarios just described. Analyzing survey data from Canadian ado-
lescents, Hagan identified two distinct adolescent subcultures, one
a genuinely delinquent subculture and the other a "party" culture
in which adolescents assemble in their leisure time to attend parties
and rock concerts, drive around in their cars, date, and generally
pursue "fun and the opposite sex." The only factor common to
both subcultures, Hagan found, was drinking alcohol, and he seems
to imply that this practice fueled the rebellious behavior of both
groups.

Hagan may be correct, but the empirical evidence linking group
delinquency and drug use is so scanty at this time that it is diffi-
cult to reach any firm conclusions. Given the social nature of drug
use, however, and its links with delinquent behavior, it would be foolish to ignore its potential relevance for explaining group delinquency.

BOREDOM

Because adolescents in industrial societies are denied full participation in adult activities and roles, they sometimes find themselves with large blocks of time and little to do to fill them. The result is often boredom, a state for which adolescents are somewhat notorious. As Glicksteinmihalyi and Larson (1984: 835) have observed, "boredom is endemic to adolescents because there is much in their life that they do not control."

It seems to be the very nature of boredom that it can be relieved by the company of others (see especially Glicksteinmihaly and Larson, 1984). That fact may help to explain the extraordinary sociability of teenagers and their propensity for delinquency as well. Boredom can lead adolescents to congregate and thereby engage any of the group mechanisms of delinquency described in this chapter. Furthermore, when groups of adolescents are listless, the search for excitement is likely to culminate in illegal activity, activity that may ease boredom and provide excitement for no other reason than the fact that it is illegal. The intrinsic features of criminal activity—the danger of discovery and its attendant risks, the interpersonal emotions like trust, shared fear, and mutual protection that come into play—are surely an effective antidote to the monotony of boredom.

Gold (1970) perhaps best captured this process when he sought to explain juvenile delinquency through the analogy of a "pick-up" game. Just as informal neighborhood sports like basketball and baseball offer release from boredom, adolescents looking to "play" at delinquency, he argued, seek out other kids in the neighborhood who can play as well. Gold mentions boredom only in passing, but he emphasizes the fun to be found in delinquency and its similarity to other forms of play. In a similar way, Erec (1987) found that "having a good time," "getting excitement," and "relieving boredom" were common self-reported motivations for adolescent status offenses, and, like Gold, she highlights the spontaneous, opportunistic, and exhilarating character of many delinquent events.

GROUPS AS PROTECTION

One of the everyday realities faced by some adolescents in the United States is the fact that their school, its surrounding area, and even the neighborhood in which they live are dangerous places, places where the risk of criminal victimization is not negligible. Rates of criminal victimization in U.S. schools are not trivial (U.S. Departments of Education and Justice, 1999), and each day high school students must attend school with a population that is at the peak age of criminality. Nearly all schools contain students who are feared by other students, and according to the Safe Schools Study conducted some years ago (National Institute of Education, 1978), eight percent of junior high school students in large cities said that they had actually stayed home at least one day during the previous month because they feared someone might hurt or bother them at school. One third of those same students reported avoiding three or more locations in the school, the most common being restrooms.

The fact that adolescents often face the threat of violence at school and elsewhere suggests a mechanism that may encourage group formation in daily life. Young people, males in particular, may form alliances and spend their time together as a means of protection from other males. The notion of safety in numbers seems almost instinctive in human beings, as it is in many other species (see Ware, 1990).

In his book Code of the Street (1990: 191), Anderson describes how the ever-present threat of attack by neighborhood youth forces some young inner city males into packs whereby they informally agree to watch each other's back. When this very strong—and necessary in the inner city—expectation is met, powerful bonds of trust are formed and, with repeated supportive exchanges, ever more firmly established. Essentially, this is what it means to "get cool" with someone.
So strong can these relationships become that young men sometimes assume fictive kinship statuses—"brother," "cousin"—in recognition of their bonds.

In itself, the idea of mutual protection says nothing about the mechanisms that promote group delinquency; but if males form groups for common defense (even though this purpose may be unspoken), the mechanisms described throughout this chapter are apt to come into play and increase the chances of delinquency. By its very nature, the practice of mutual defense calls upon aspects of interpersonal relations (e.g., loyalty) that are likely to facilitate delinquency, and the prospect of intergroup conflict is apt to accentuate matters of status, respect, and dominance, key elements in male violence.

CO-OFFENDERS AND OPPORTUNITY

Most criminologists would concede that, by their very nature, some crimes require group cooperation for their commission, meaning that they depend on look-outs, extra labor, collective intimidation or defense (e.g., strongarm robberies, holding hostages), or accomplices with specialized skills. For some subtypes of crimes, then, the availability of co-offenders seems to constitute a necessary condition for crime. This means that group offending can be analyzed from the perspective of opportunity theories of crime, theories that emphasize the convergence in time and space of necessary conditions for crime (see Cohen and Felson, 1979; Warr, 2005). In what is perhaps the most famous such theory, Cohen and Felson (1979) argued that criminal events depend on the convergence of motivated offenders, suitable targets, and the absence of capable guardians, and they demonstrated how historical changes in these variables (for example, a long-term decline in the guardianship of homes stemming from increasing labor force participation among women and a rising number of one-person households) affect crime rates.

Viewed from an opportunity perspective, the simple availability of co-offenders can be understood as an opportunity for crime in circumstances where accomplices are essential. In that case, the opportunity to engage in crime depends not merely on the activities of any one person, but on the interconnecting activities of several people. Whether Alex gets into trouble today, in other words, depends not only on his free time, but also on whether his friends are occupied with work, studying, household chores, or other friends. If three friends each have a one in ten chance that they will be available on any particular day, and if these probabilities are independent, then the likelihood that all three are available for crime on a given day is only 1 in 1000 (see Felson, 1994; Warr, 2002). Understanding delinquent events therefore becomes an exercise in understanding the coordination of activities among adolescents (do they attend the same school, ride the same bus, share the same work schedule, or eat lunch at the same sandwich shop?). As necessary conditions for crime, opportunities are also limiting conditions, meaning that they define the maximum possible frequency of a crime (Warr, 2002). Accordingly, where co-offenders are a necessary condition for crime, it becomes essential to understand their availability for that purpose.

The availability of co-offenders might seem to be unproblematic, especially if one assumes a subcultural view of delinquency (Trentin, 1993). But the matter is not as straightforward as it seems. Reiss and Farrington (1991), for example, demonstrated that proximity, along with homophily, was an important element of co-offender selection in their sample of London males (especially among younger offenders), suggesting that mobility and the local availability of age (and ethnic) peers are significant constraining influences on delinquency. In another study of co-offending, Warr (1996) showed that adolescent offenders typically accumulate a fairly large list of co-offenders by the age of sixteen, but that they rarely commit more than one or two offenses with any one of those co-offenders. This pattern may simply reflect the constantly shifting nature of adolescent friendships, but it is so pronounced as to suggest that delinquents actively avoid prolonged contact with any one accomplice, perhaps because of the risk of mutual exposure it creates. In any event, the point is that the immediate supply of co-offenders available at any particular time appears to be more limited than the accumulated pool of accomplices would suggest.
Among older, more seasoned offenders, the "search for co-offenders" (Tremblay, 1993) appears to be an especially important aspect of opportunity. Aside from actual accomplices during the commission of crimes, offenders often have "contacts" and "connections" with fences, uppers, prostitutes, former cellmates, bail bondsmen, and members of certain criminal markets (e.g., stolen credit cards or drugs) who are valuable for identifying, carrying out, and disposing of scores. Tremblay (1993: 19) notes that the very definition of "suitable targets" for crime depends on the market(s) to which an offender is tied. As noted earlier, the principal characteristic that offenders search for in their colleagues seems to be trustworthiness, a trait that is highly valued but recognized to be rare, so rare that offenders generally approach one another with distrust (Tremblay, 1993; McCarthy, Hagan, and Cohen, 1998).

Participating in criminal networks can significantly increase opportunities for crime, because the opportunities known to or available to one individual (e.g., access to drugs, knowledge about cash deliveries at a bank chain) become available to others. Ultimately, what sets the availability of co-offenders apart as a form of opportunity is the fact that criminal events often depend not on the activities of any one individual, but on the intersections between the criminal careers of numerous offenders. Viewed that way, opportunity is not only temporally and spatially structured, but socially structured as well, and opportunities for crime have as much to do with relations among offenders as with those between offenders and victims.

THE VIRTUAL PEER GROUP

As we saw in Chapter 5, contact with peers during childhood and adolescence has been limited in some societies and during some historical periods. During the last century, however, technological developments have greatly increased opportunities for communication among adolescents. The advent of the telephone as a household consumer appliance in the United States facilitated real-time communication among teenagers outside of school (see Crockett, Losoff, and Petersen, 1984), a fact known to all (and lamented by many) parents of teenagers. The development of the cellular phone has made communication easier still. The automobile, as we have seen, overcomes obstacles of distance that restricted face-to-face contact among adolescents. Today the internet offers round-the-clock communication with friends and strangers in age-segregated "chat rooms" and other forums that know few geographic boundaries. The social possibilities of this communication medium were brought home to me one day as I watched one of my sons play a computer game with a friend over the internet, a game in which each player could see and speak to the other's character (or "avatar") on the screen, and could choose to fight him or cooperate with him against other players. The result was a kind of live childhood adventure taking place in an imaginary but socially real universe.

Along with these major twentieth-century improvements in communication came changes in various communications as well. Motion pictures found an eager audience among teenagers beginning in the 1930s, foreshadowing the many age-targeted movies of today, and magazines and music tailored specifically to teenage tastes arrived at about the same time. Today, with the help of television channels devoted solely to those their own age (e.g., MTV), adolescents can immerse themselves in the world of their peers with little or no outside interruption.

What do these facts have to do with peer influence? In many ways, the mass media offer modern adolescents a virtual peer group, a group with which they can identify socially and psychologically, from which they can assimilate tastes and norms of dress, speech, and sexuality, and within which they can develop a self. There is no evidence as yet that such virtual peer groups have replaced or supplanted real ones, but no one who visits the United States can fail to be struck by the remarkable similarity among adolescents who live thousands of miles apart in highly disparate communities and climes, or by teenagers who seem to include fictional television characters in their real-life reference groups.
The impact of the mass media on human behavior is a matter too large and complex for close attention here, but there are reasons to suspect that it is not negligible. The emphasis placed on modeling in social learning theory seems to be justified, and television, movies, and other mass media offer a variety of attractive peer models to adolescents, surrounding them with a glamour that real life seldom achieves. Then, too, time spent with the virtual peer group is time not spent talking or interacting with parents and other adults (Coleman and Hoffer, 1987; Warr, 1993a). What perhaps most differentiates the virtual peer group from real peer groups is that it is available nearly everywhere (at least in the United States) at all times—late at night, on holidays, weekends, and summer vacation, and when real friends are sick or working. It is as close as the nearest television, computer, or set of headphones, which for many adolescents is no farther than their backpack or bedroom.

As for delinquent behavior, it is perhaps unnecessary to add that the peers one meets in the virtual peer group are not always law-abiding or nonviolent. The preoccupation of the mass media with crime and violence borders on the obsessive (see Warr, 2000), and consequently the virtual peer group often contains an ample supply of dubious role models.

SUMMARY

The goal of this chapter has been to set forth some possible mechanisms by which peers contribute to delinquency. I have sought to make the strongest possible case for each mechanism and to marshal existing evidence in each instance. Some readers will be frustrated by the sheer number of possibilities and by my reluctance to adopt one or the other as a favored explanation. As I noted at the outset of the chapter, however, it is premature to attempt to narrow the possibilities under the present state of research. Nevertheless, it is a significant step forward, in my view, simply to enumerate and describe the possible mechanisms that fall under the oft-used rubric of "peer influence." As things stand today, that phrase continues to be used to hide an appalling lack of knowledge about how peers promote delinquency. With time and sufficient research, some of these contenders will drop from the competition, while others will remain standing, and the phrase "peer influence" will take on a clearer and more empirically defensible connotation.
Applying Peer Explanations of Delinquency

The preceding chapter described a variety of possible mechanisms of peer influence and offered some grounds for treating peers as an important element in the etiology of delinquency. This chapter extends the case for peer influence further by demonstrating how peer variables can help to explain some of the most fundamental features of delinquent behavior. It also contrasts the strength of peer influence with another very powerful source of influence in the lives of adolescents – the family.

AGE AND CRIME

One of the most indisputable features of criminal behavior is its age distribution. Though a seemingly mundane phenomenon, the age distribution of criminal behavior is intriguing enough to have caught the attention of Quetelet, the Gluecks, Sutherland, and, in more recent times, Hirschi and Gottfredson, Sampson, Blumstein, Farrington, and others.

What so arouses the attention of criminologists is the lawlike relation between age and criminal conduct. According to all major methodologies for measuring crime (self-reports, official data, and victimization data), age-specific rates of offending in the general
population peak in middle to late adolescence for most offenses, and drop sharply and permanently thereafter (Hirschi and Gottfredson, 1983; Wilson and Herrnstein, 1985; Farrington, 1986; Blumstein and Cohen, 1987; Wolfgang, Thornberry, and Figlio, 1986; Steffensmeier et al., 1989; Moffitt, 1993). Drug offenses are one of the few exceptions to this rule, reaching a peak at later—but still early—ages (Bachman et al., 1984; Kandel and Yamaguchi, 1987; Akers, 1992).

In recent years, the relation between age and crime has emerged as one of the dominant issues in criminology, thanks in large part to a single publication. In 1983, Hirschi and Gottfredson's seminal article entitled "Age and the Explanation of Crime" launched an era of research on the age/crime relation. The authors advanced strong and controversial ideas, most notably the assertion that the age distribution of crime is historically, culturally, and demographically invariant. That claim has not gone unchallenged (Greenberg, 1985; Blumstein, Cohen, and Farrington, 1988; Steffensmeier et al., 1989) but neither has it gone untested (Gottfredson and Hirschi, 1988, 1990; Britt, 1994).

Another, equally strong assertion was Hirschi and Gottfredson's (1983: 554) claim that "the age distribution of crime cannot be accounted for by any variable or combination of variables currently available to criminology." In a later statement of this position, Gottfredson and Hirschi (1990: 142) pointed more directly to sociological explanations: "With the failure of sociological theories to explain the variables they were originally designed to explain, their utility as explanations of the large correlates of crime—age, gender, and race—are no longer plausible."

The difficulties that arise in explaining the association between age and crime are indeed daunting. Chief among them is the fact that any explanation must account for seemingly contrary phenomena, i.e., the rapid onset and rapid desistance from crime that for most offenses is centered in the middle to late teens. "Just at the point where the criminal group has been created, it begins to decline in size" (Gottfredson and Hirschi, 1990: 131). In addition, the age gradient of crime is so steep that it requires from any explanation rather profound age-related changes in the explanatory variables.

Notwithstanding the claims of Gottfredson and Hirschi, it is possible that the age distribution of crime is in fact a consequence of social factors, specifically, changes in peer relations over the life course. If peer influence does account in any way for the age distribution of crime, then one would expect to observe substantial and rapid changes in peer relations from one age group to another.

Figure 5.1 comes from a study conducted by the author (Warr, 1993a) that pooled data from five consecutive annual waves of the National Youth Survey (NYS). The NYS is an ongoing longitudinal study of a national probability sample of 1,726 persons aged eleven to seventeen in 1976 (see Elliott et al., 1989), and it is among the largest and most comprehensive data sets ever assembled by criminologists. In each wave of the NYS, respondents are asked this question: "Think of the people you listed [earlier in the interview] as close friends. During the last year how many of them have (act)?" (1 — none of them, 2 — very few of them, 3 — some of them, 4 — most of them, 5 — all of them. The question is asked about a variety of offenses, including vandalism, cheating, marijuana use, petty theft, alcohol use, burglary, stealing hard drugs, and grand theft.

Figure 5.1 depicts the relation between age and exposure to delinquent peers by showing the percentage of respondents by age and offense who report that none of their friends has committed the act in question during the prior year: The first plot pertains to marijuana use, and it paints a startling picture. At age eleven, fully 95 percent of respondents report that none of their friends has smoked marijuana. Five years later, at age sixteen, that figure has dropped to 40 percent, and at age eighteen it hovers at only 25 percent. The decline from one age group to the next thus averages about 10 percent per year. The next plot shows even more dramatic figures for alcohol use. At age eleven, approximately nine out of ten respondents (97 percent) report that none of their friends has used alcohol during the past year. Five years later, at age sixteen, the figure is merely 18 percent, falling yet further to 8 percent by age eighteen. The decline across age groups in the percentage of unexposed adolescents is so great as to literally be exponential.
The plots for alcohol and marijuana use are distinctive not only for the magnitude of change they exhibit, but also for their general shape. For both offenses (and for selling hard drugs as well), there is no significant decrease in the number of delinquent peers as respondents approach age twenty-one, meaning that the peak age of peer involvement lies somewhere above that age. This pattern is consistent with the results of studies of alcohol and drug use (Bachman et al., 1984; Kandel and Yamaguchi, 1987; Akers, 1992). Of the remaining plots, however, all show a different pattern, with peer involvement peaking in the middle to late teens and declining thereafter. These plots, too, are consistent with self-report data on the age distribution of most nondrug delinquent offenses (Farrington, 1986; Steffensmeier et al., 1989).

The evidence in Figure 5.1 points to a clear and compelling conclusion: During adolescence, individuals frequently undergo rapid and enormous changes in exposure to delinquent peers, from a period of relative innocence in the immediate preteen years to a period of heavy exposure in the middle to late teens. This intense exposure to delinquent peers begins to decline, however, for many but not all offenses, as individuals leave their teens and enter young adulthood.

Exposure to delinquent peers, however, is not the only element of peer relations that changes dramatically during adolescence. In each wave of the NYS, respondents were asked, "How many evenings in an average week, including weekends, have you gone on dates, to parties, or to other social activities?" Figure 5.3 shows the percentage of respondents, by age, who report that they average three or more nights per week in such activities. The plot reveals a rapid increase with age in the amount of time spent with peers, from a low of 12 percent among eleven-year-olds to a peak of 52 percent among eighteen-year-olds. After that age, time spent with peers drops rapidly, reaching 32 percent by age twenty-one. Another element of peer relations is the importance that individuals place on activities with peers. In the NYS, respondents were asked, "How important has it been to you to have dates and go to parties and other social activities?" (1 = not important at all, 2 = not too important, 3 = somewhat important, 4 = pretty important, 5 = very important). Figure 5.4 shows the proportion of respondents, by age, who reported that these activities were "pretty important" or "very important." The range in this proportion (19 percent) is not as great as in the preceding plot, but the shape of the plot is quite similar. The importance of peer relations peaks at age seventeen, and shows a rather steep descent thereafter. It seems that friends begin to lose their central importance to many adolescents before they actually begin to disassociate themselves from them.
The NYS also asks respondents several questions about their loyalty to their friends (see Chapter 4), i.e., how the respondent would react if "your group of friends was getting you into trouble." The most well-behaved item, and the most relevant for present purposes, asks respondents about how they would react to illegal behavior on the part of their friends: "If your friends got into trouble with the police, would you be willing to lie to protect them?" (1 = no; 2 = yes). Figure 5.4 shows that respondents aged sixteen to nineteen are about twice as likely as their younger or older counterparts to respond affirmatively to this question, meaning that their loyalty to their friends extends even to concealing illegal behavior.

The evidence presented in Figures 5.1-5.4 is quite consistent with the developmental changes during adolescence discussed in Chapter 2. The relevance of peers in the lives of young persons reaches its zenith in the middle to late teens. Age-related changes in the importance of peers, the amount of time spent in their company, and loyalty to peers are substantial, so much so that they could reasonably be expected to exert strong, even profound, effects on the behavior of adolescents. And like the age distribution of crime itself, the role of peers is transitory, rising and falling quickly during a relatively brief period of life.

Even if all these observations are true, it does not necessarily mean that peer variables account for the age distribution of crime. The final portion of this study, however, provided evidence on the most important piece of the puzzle. When measures of peer influence were held constant, the association between age and crime was substantially weakened, and for some offenses it disappeared entirely. Judging from this evidence, it appears that the age distribution of crime stems primarily from age-related changes in peer relations, changes that are part of the ordinary developmental process that takes place during adolescence.

Far from being an impenetrable conundrum, the age/crime relation seems to require no "special" explanation but is instead a result of one of the most distinctive and best-known features of adolescence.

PEERS AND THE LIFE COURSE

The rise of interest in the age/crime relation coincided with, and was perhaps mutually stimulated by, another development, that is, a growing concern with life-course approaches to criminal behavior. Setting aside the traditional preoccupation with interindividual differences in criminality, the life-course perspective concentrated on changes in criminality within individual biographies as persons progressed from childhood through adolescence, adulthood, and old age and experienced major life-course transitions like marriage, employment, and childbirth.

Spurred in part by the "criminal career" perspective in criminology (Blumstein, Cohen, and Farrington, 1988), the success of the life-course paradigm in sociology (Elder, 1985), and the growing influence of developmental psychology in criminology (e.g., Thornberry, 1997), the life-course approach was further stimulated by the dramatic theoretical confrontation between so-called ontogenetic and sociogenetic theories of crime ( Sampson and Laub, 1993; Cohen and Vila, 1996; Maunder and Heimer, 1997). The former assert that the propensity to engage in crime is present at an early age, is stable through life, and consequently is unaffected by events that occur in life. The latter maintain that life-course events like marriage, full-time employment,
college attendance, and entry into the military have a pronounced affect on criminal careers. To date, evidence from empirical studies has generally favored the sociogenic point of view (Sampson and Laub, 1993; Warr, 1993a, 1998; Bartusch et al., 1997; Fattomster and Brane, 1997; Simons et al., 1998; Uggen, 2000; but see Nagin and Farrington, 1992a, 1992b; Nagin and Land, 1993).

The shift toward the life-course approach within criminology was encouraged by the publication of an influential book by Robert Sampson and John Laub entitled Crime in the Making: Pathways and Turning Points in Life (1993). Arguing that criminologists had narrowly fixated on the teenage years, Sampson and Laub sought to bring "both childhood and adulthood back into the criminological picture of age and crime" (1993:7). To that end, they adopted the conceptual tools of the life-course perspective (Elder, 1989) and the etiological principles of control theory (Hirschi, 1969; Durkheim, 1897 1951). Strong ties to age-linked institutions of social control—family, school, and peers in childhood and adolescence; higher education, marriage/parenthood, work and community in adulthood— inhibit deviant behavior, they argued, and changing ties to these institutions over the life course produce distinctly different criminal trajectories marked by turning points (changes in the life course) from conventional to criminal behavior and vice versa.

To test their thesis, Sampson and Laub revived data from the Glueck's well-known longitudinal study of delinquents, data that were initially collected in 1939 and that had lain dormant since the 1950s. The Glueck data, as the authors rightly observed, were notable not only for their longitudinal character, but also for the rich variety of variables and sources (self-reports, parent and teacher reports, official data) that they encompassed. Briefly stated, Sampson and Laub's reanalysis of the Glueck's data led them to claim substantial support for their position. For example, they found that marital attachment and job stability had significant effects in reducing deviant behavior during adulthood, even among those with a history of delinquency in childhood or adolescence.

Sampson and Laub's investigation is among the most comprehensive and sociologically sophisticated analyses of criminal careers ever undertaken. Yet, despite the care and skill they brought to the task, their analysis suffered from a serious flaw. In advancing their control explanation of desistance, Sampson and Laub failed to acknowledge or test a rival explanation of their findings, one that is not only possible but highly plausible.

To illustrate, consider the impact of marriage on desistance from crime. Sampson and Laub (1993: 146) write that "the structural institution of marriage per se does not increase social control. However, strong attachment to a spouse (or cohabitant) combined with close emotional ties creates a social bond or interdependence between two individuals that, all else being equal, should lead to a reduction in deviant behavior." They further elaborate that "adults, regardless of delinquent background, will be inhibited from committing crime to the extent that they have social capital invested in their work and family lives. . . . By contrast, those subject to weak systems of interdependence and informal social control as an adult. . . . are freer to engage in deviant behavior—even if nondelinquent as a youth." (141)

These statements are a straightforward summary of control theory—strong ties to conventional institutions or persons create stakes in conformity and thereby inhibit deviance (Hirschi, 1969). But marriage may discourage deviance for an altogether different reason. If delinquency is indeed a consequence of peer influence, then marriage takes on special significance as a potential cause of desistance from crime. Specifically, if delinquency stems from association with delinquent friends, and if marriage disrupts or dissolves relations with those friends and accomplices, then marriage ought to encourage desistance from crime. The predicted outcome—marriage leads to desistance—is of course the same under either explanation, but the social mechanism that produces that outcome is fundamentally different.

Evidence for a peer explanation of desistance comes from several sources. Knight and West (1975) divided a small group of British delinquents into two groups: those who had no further criminal convictions or self-reported offenses after age sixteen (temporary delinquents) and those who continued to commit offenses after that age (continuing delinquents). Among those who had desisted from crime (temporary delinquents), more than half reported that "they had abandoned the
male peer groups of their adolescent, delinquent phase" (1975: 45).
As one offender put it, "To keep out of trouble, that's why I don't go round them no more...I don't hang around with a lot of mates or anything like that." By contrast, those who had not resisted (continuing delinquents) showed no decline in their level of peer involvement as they grew older.

As we saw earlier, measures of peer influence — the amount of time that adolescents spend with their friends, their exposure to delinquent friends, and their commitment to friends — peak in the middle to late teens, producing an age curve that is strikingly similar to the age curve of most delinquent offenses. What remains unclear, however, is why peer relations decline in importance as adolescents enter adulthood.

In a study responding to the research of Sampson and Laub, I sought to determine whether links between major life-course transitions and desistance from crime can be attributed to changing relations with peers (see Warr, 1998). Using data from the National Youth Survey once again, the investigation concentrated on one major life-course transition — marriage — and its role in encouraging desistance from crime. In particular, the objective was to determine whether the effect of marriage on desistance can be attributed to any disruption or dissolution of peer relations that accompanies marriage.

The data in Table 5.1, reproduced from this study, reveal a marked contrast between married and unmarried individuals. More than half (56.8 percent) of married respondents eighteen to twenty-four years old report that they spend no more than one weekday evening each week with friends. By contrast, only a fifth (19.0 percent) of single respondents report such infrequent contact ($X^2 = 164.45; df = 5, p < .0001$). Indeed, more than a third (35.4 percent) of single respondents indicate that they spend all or nearly all (four out of five) weekday evenings with friends, compared to only one in thirteen married respondents (7.8 percent). Much the same pattern holds for afternoon and weekend time. Unmarried respondents are nearly four times as likely (57.9 versus 9.9 percent) to report that they spend four or five afternoons a week with friends ($X^2 = 125.28; df = 5, p < .0001$).

And married respondents are 2.5 times more likely than single respondents to say that they spend "very little" or "not too much" time on the weekends with friends ($X^2 = 93.57; df = 4, p < .0001$).

Figure 5.5 elaborates on Table 5.1 by showing the relation between time spent with friends and the precise person(s) with whom respondents were living (i.e., parent/step-parent, spouse, roommate, opposite sex, alone). Only evening time is shown here, but the pattern is similar for afternoon and weekend time. Examination of Figure 5.5 reveals that persons who live with a spouse are distinctly different from those in other household arrangements. Among those living with a spouse, time spent with friends peaks sharply at one night per week and drops rapidly thereafter. By contrast, the modal category for most of the remaining household types is two or three nights per week, and there are substantially more persons in those households who average four or five weekday nights each week with friends.

The data in Figure 5.5 demonstrate that it is not merely those who live at home with their parents who spend much of their time with friends. The same is true for those who have left home but remain
unmarried (i.e., those who live alone, with one or more roommates, or who are cohabiting). Consequently, it appears that there is something about marriage itself— not simply leaving home or even cohabitation—that affects relations with friends.

The data in Table 5.1 and Figure 5.5 are cross-sectional, but longitudinal evidence on marriage and time spent with peers reveals a similar pattern. Figure 5.6 shows changes in the amount of time (afternoon, evening, or weekend) spent with friends among two groups of respondents: those who remained unmarried at both waves 5 and 6 of the NYS (left plots), and those who were unmarried at wave 5 but who had married by wave 6 (right plots). For afternoons and evenings, time spent with friends is expressed as the percentage of respondents who reported spending more than three afternoons or evenings per week with friends. Weekend time (which was measured using a different metric) is expressed as the percentage of respondents who said that they spend “a great deal” or “quite a bit” of their weekend time with friends.

If marriage does in fact affect time spent with peers, respondents who were unmarried at both waves should exhibit little decline in time spent with friends across the two waves, whereas those who married between the waves should show a substantial drop. Figure 5.6 shows that this is precisely the case. Regardless of the time in question (evening, afternoon, or weekend), respondents who remained unmarried at both waves experienced no decline (in fact, small increases) in time spent with friends. By contrast, those who had married by wave 6 display very large, statistically significant drops in time spent with friends, ranging from 43 to 80 percent. This pattern remains unaltered even after controlling for age at marriage (not shown).

After illustrating how marriage affects peer relations, I presented additional longitudinal and cross-sectional evidence indicating that changes in peer relations account for the effect of marriage on desistance. Specifically, when measures of peer influence were held constant, the effect of marriage on delinquency was largely erased. For many individuals, it seems, marriage marks a transition from heavy peer involvement to a preoccupation with one’s spouse and family of procreation. For those with a history of crime or delinquency, that transition is likely to reduce interaction with former friends and accomplices and thereby reduce the opportunities as well as the motivation to engage in crime. In words that Sutherland might have chosen, marriage appears to discourage crime by severing or weakening former criminal associations.

Age, Peers, and Identity

As we have seen, there are sound reasons to suspect that the age distribution of crime is attributable to changing peer relations, and that the gradual weakening of peer influence in late adolescence and early adulthood is a consequence of life-course events—marriage, full-time employment, and other passages to adulthood—that disrupt or sever peer ties. What remains uncertain today, however, is whether declining peer influence in early adulthood stems not only from external events like employment and marriage, but also from internal psychological/developmental processes that are independent of these events and that unfold according to their own rules.

Some developmental psychologists argue that as adolescents acquire greater self-awareness and a stronger, more stable sense of identity, they rely less on peers to define themselves and to provide entertainment or excitement in their leisure time. Cic芷zentmihalyi and Larson (1984: 273), for example, state that “many older adolescents
Figure 5.6. Changes in time spent with friends among those who married between waves 5 and 6 (right) and those who remained unmarried (left).

Figure 5.6. (continued)
seem to have developed a strong enough identity to resist the pressure of friends." They go on to quote (1984: 275) one of their subjects on this point:

Two years ago if they had bothered me I wouldn't have told them to leave me alone; now if they bug me I tell them to go somewhere...I'd rather be alone with my friends, cause they always want you to do things and I'd rather do what I want to do.

Thus, while life-course transitions like marriage and full-time work may drive some young people from the company of their peers, others may display greater detachment solely as a consequence of increasing psychological and emotional autonomy. Separating these superficially similar but fundamentally distinct processes in the lives of real individuals is likely to prove a difficult task.

PARENTS, PEERS, AND DELINQUENCY

Whatever one might think about the strength of peer influence in the lives of adolescents, there is no denying that there is another powerful influence at work in their lives as well: the family. In the United States, adolescents live their daily lives in two social worlds with two different masters. At school and in certain activities outside the school, they observe and participate in the culture of their peers, a culture with its own rules of dress, music, speech, and behavior, and an emphasis on popularity, physical attractiveness, and athletic success (Coleman, 1961; Conger and Petersen, 1984). From this culture they move regularly to the environment of home and family, an environment that may complement or clash with that of school and peers. The transitions between these two worlds are frequent—occurring many times each week—and often abrupt.

Criminologists have for decades recognized the importance of both family and peers in the production of delinquency, but these two domains are commonly analyzed in isolation. Proponents of differential association theory, for example, conventionally point to peer influences while discounting or ignoring the family, whereas control theorists and others concerned with the family do precisely the opposite. This division makes for a certain intellectual neatness and theoretical contrast, but it seems wholly unrealistic. It is difficult to believe, after all, that adolescents leave the influence of their friends entirely behind when they enter the front door at home, or that parental influence extends no further than the mailbox.

One way to conceptually integrate peer and parental influences is to place them within a larger, sequential life-course paradigm, as witness this observation (1995: 279) by Farrington and West:

[From birth, children are under the influence of the parents, who generally discourage offending. However, during their teenage years, children gradually break away from the control of their parents and become influenced by their peers, who encourage offending in many cases. After age 20, offending declines as peer influence gives way to family influence again, but this time originating in spouses rather than parents.]

During the years of adolescence, however, family and peers are commonly viewed as competitors in the lives of adolescents, and this approach seems to be justified when it comes to delinquency. Under the logic of differential association theory (Sutherland, 1947) and control theory (Hirschi, 1969), for example, peers are regarded as potential instigators of delinquency, and parents as potential barriers to delinquency. This formulation appears to be justified not only on theoretical grounds, but for empirical reasons as well. Parents, it seems, exhibit almost universal disapproval of delinquent behavior; and even parents who themselves violate the law evidently do not condone or encourage such behavior among their children (Hirschi, 1969; Jensen, 1972; Jensen and Brownfield, 1983; Wilson and Herrnstein, 1985; Warr, 1993). By contrast, peer culture provides a host of delinquent models for adolescents and a much more tolerant environment when it comes to delinquency (e.g., Hagan, 1991; Warr, 1993).

If parents and peers are viewed as potential adversaries or competitors in the lives of adolescents, a question naturally emerges: Is parental influence capable of countering peer influence? Put another way, can the motivation toward delinquency generated by
one social environment (peer culture) be neutralized by another (the family)? Assuming that the answer is yes, what is the mechanism or process by which this occurs?

There are at least three ways in which parental influence may counteract that of peers in the everyday lives of adolescents. Two of these processes can be described as access barriers, meaning that they restrict adolescents’ exposure to or access to delinquent peers. The first mechanism appears in the work of Sutherland (1947) and Hirsh (1969), both of whom noted the importance of time in the genesis of delinquency. Put simply, parents who spend time with their children may reduce the likelihood of delinquent behavior, either by reducing opportunities for delinquency (time spent with parents is time spent away from delinquent peers) or by maximizing their effect as positive (law-abiding) role models. In Hirsh’s (1969: 88) words, “The child attached to his parents may be less likely to get into situations in which delinquent acts are possible, simply because he spends more of his time in their presence.” Because adolescents spend many of their waking hours away from parents at school, the ability of parents to control exposure to delinquent peers is limited. But what parents do during their children’s time away from school may nonetheless be vitally important when it comes to delinquency.

A second mechanism speaks not to the availability of time for delinquent friends but rather to the formation of delinquent friendship itself. That is, adolescents who are strongly attached to their parents may be less prone than others to acquire delinquent friends and hence less motivated to engage in delinquency. This may occur because these adolescents’ willingly or unwillingly seek out nondelinquent peers to avoid parental disapproval, or, alternatively, because the parents of these adolescents actively regulate the friendships of their offspring to screen out undesirable companions (e.g., Dishion, Patterson, and Griesler, 1994). In either case, the argument is that attachment to parents and having delinquent friends are negatively associated with one another.

Both of the preceding mechanisms presuppose that parental influence operates by preventing or reducing exposure to delinquent peers. By the mid-teens, however, the majority of American adolescents are likely to have at least some delinquent friends (Warr, 1983a).

either because they are unavoidable, tolerable, or outright desirable. In the inner city, for example, exposure to delinquent peers is virtually inevitable as children from “decent” families and “street” families mingle in the same neighborhoods (Anderson, 1999).

It is when adolescents are directly exposed to delinquent friends that parental influence is subjected to its most stringent test. Although peer influence appears to be quite strong, there are nevertheless reasons to suppose that parental influence may withstand direct competition from peers under some circumstances. Among adolescents with strong bonds to their parents, the potential loss of parental approval or parental affection may be sufficient to deter delinquency even when pressure from peers is strong. Similarly, adolescents who are close to their parents may be more likely than others to internalize and act on their parents’ moral inhibitions against delinquency, providing an obstacle or barrier to peer influence. The larger point is that parents may be “psychologically present” (to use Hirsh’s [1969: 88] phrase) even when adolescents are in the company of delinquent peers or otherwise under their influence.

Sifting through these possibilities in search of the truth is a formidable task, but the history of research in this area offers grounds for optimism. Among the scores of studies that have examined parents and peers, there is strong and consistent evidence of an inverse relation between attachment to parents and having delinquent friends. Kids who are close to their parents, in other words, are less likely to report having delinquent friends than those who are not. The empirical evidence for this position is so extensive that many investigators today treat attachment to parents as a direct cause of delinquent associations in statistical and/or conceptual models of delinquency (e.g., Hirschi, 1969; Devereux, 1970; Jensen, 1970; Masneda, 1982; Elliott, Huizinga, and Agecon, 1985; Patterson and Dishion, 1985; Marcos, Bahr, and Johnson, 1986; Massey and Krohn, 1986; Fuligni and Eccles, 1993; Warr, 1993b; Simons et al., 1994; Ferguson and Horwood, 1999).

So compelling is the evidence on this matter that some investigators (e.g., Elliott, Huizinga, and Agecon, 1985) see it as reason to integrate Hirschi’s (1969) famous control theory of delinquency with peer-oriented theories like differential association. A key element of
Hirschi's theory is the relation between children and their parents; children with weak attachment or bonds to their parents, Hirschi argued, are most likely to engage in crime. Proponents of integrated theories agree, but argue that this occurs because children with weak bonds to their parents are precisely those who are most likely to acquire delinquent friends. If differential association and control theory are united through this common element, then peer influence can be viewed as the proximate cause of delinquency in a longer causal chain in which "parents have an indirect influence on their children's deviance through the kinds of peers with whom the children affiliate" (Kandel, 1996: 292). There is in fact substantial evidence for this integrated theory, and some of its advocates (see especially Elliott, Huizinga, and Agecon, 1985; Thornberry, 1987) regard it as the single best empirically substantiated theory of crime that can be offered by modern criminology.

The Contest between Parents and Peers

Although attachment to parents and delinquent peers are strongly and negatively associated, the association is not perfect, and some adolescents who are attached to their parents will nevertheless have delinquent friends (see Jensen, 1972; Warr, 1993a, 1993b; Anderson, 1999). There is reason to believe that parental attachment does not reduce the impact of delinquent peers among adolescents who are already exposed to such peers (see Warr, 1993b). Although attachment to parents seems to inhibit the initial development of delinquent friendships, it apparently does little to reduce delinquency among those who have acquired delinquent friends.

Once adolescents have acquired delinquent peers, is the battle between family and peers lost? Or is the family capable of countering peer influence? Some clear and rather surprising evidence on this question can be found in a study by the author (Warr, 1993b) that examined the interaction between time spent with the family and time spent with delinquent peers in determining delinquent behavior. In that study, data from the National Youth Survey were used to conduct analyses of covariance for six delinquent offenses, with delinquent friends as the covariate and family time represented by a set of dummy variables. The analysis disclosed that the impact of delinquent friends was weakest among adolescents who spent much of their weekend time with their families. In the case of the two most serious offenses examined (burglary and grand larceny), the effect of delinquent friends was entirely offset by weekend time. That is, the slope was effectively zero (i.e., not statistically different from zero) among those who spent the most time with their families. In the remaining cases, the effect of friends was significantly reduced, though not entirely eliminated, by weekend time, and the investigation uncovered similar but less powerful effects of afternoon and evening time. Although there were not enough forms of delinquency for a full evaluation, it appears that family time is a potent factor in inhibiting more serious forms of delinquent behavior.

The results of this research suggest that time spent with the family can counteract and even overcome peer influence, but attachment to parents is evidently insufficient to do so. Why? To reiterate my own conclusion:

If time spent with parents is capable of counterbalancing peer influence, why is the same not true for attachment to parents? The reason, I suspect, is that the immediate pressure of peers on adolescents is so great that peer-induced pressures to violate the law can be overcome only by avoiding the company of delinquent peers altogether. This may be achieved either by inhibiting the formation of delinquent friendships in the first place (as attachment to parents seems to do); or by reducing the time that adolescents spend with their delinquent friends. When adolescents are away from their parents and amid their peers, after all, the moral inhibitions of parents or the potential loss of parental approval may seem like distant concerns, especially when the possibility of discovery appears to be remote. It may be too strong to say that "out of sight is out of mind" when it comes to parents, but that interpretation is not inconsistent with these findings. Still, it would be a mistake to discount the importance of parental attachment as an indirect cause of delinquency, in view of its apparent effect on friendship selection. (Warr, 1993: 259)
To proponents of peer influence, the most surprising aspect of this research may be the notion that peer influence can be prevented or reduced at all. As advocates of differential association and other peer-oriented theories are quick to point out, no variable is more strongly correlated with delinquency than the number of delinquent friends an adolescent has, nor has any correlation been more frequently demonstrated in the delinquency literature. However, in the contest between parents and peers, peers are not always the winners, it seems, nor is their influence ineluctable. In view of the strength normally attributed to peer influence, this is no minor observation.

These findings also raise serious questions about the emphasis on “quality time” so prevalent in the family literature today. Although “quality time” is surely something to be desired, the quantity of time spent with the family, it seems, is not irrelevant. Contemporary arguments notwithstanding, small amounts of quality time may not be enough to offset the criminogenic aspects of peer culture to which adolescents are commonly exposed. In an era when family time is at a premium and family structure has been shaken, the notion of the family as an effective obstacle to delinquency may be difficult to accept. But if the family is capable of countering one of the strongest influences on American adolescents, it cannot easily be dismissed.

GENDER AND DELINQUENCY

Let us now look at one final controversy in criminology: the relation between gender and delinquent conduct.

Gender is one of the strongest and most frequently documented correlates of delinquent behavior. Males commit more offenses than females at every age, within all racial and ethnic groups examined to date, and for all but a handful of offense types that are peculiarly female (Wilson and Herrnstein, 1985; Steffensmeier and Allan, 1995). Unlike some putative features of delinquency that are method-dependent (e.g., social class differences), sex differences in delinquency are independently corroborated by self-report, victimization, and police data, and they appear to hold cross-culturally as well as historically (Hindelang, 1979; Hindelang, Hirschi, and Weis, 1979; Wilson and Herrnstein, 1985; Steffensmeier and Allan, 1995). So tenacious are sex differences in delinquency, in fact, that it is difficult to argue with Wilson and Herrnstein’s conclusion (1985: 104) that “gender demands attention in the search for the origins of crime.”

Explanations of gender differences in offending have been promulgated at least since the time of Lombroso, who asserted that the female criminal is “of less typical aspect than the male because she is less essentially criminal” (Lombroso and Ferrero, 1895: 111). Lombroso’s viewpoint notwithstanding, efforts to explain the gender/crime relation have not fared well, and some sharp philosophical and methodological differences have arisen as to how investigators ought to proceed. Some analysts argue that conventional theories of delinquency were largely designed to explain male delinquency and that separate theories are required to account for male and female delinquency. Smith and Paternoster (1987: 142), however, strongly warn against premature rejection of existing theories: “Since most empirical tests of deviance theories have been conducted with male samples, the applicability of these theories to females is largely unknown. Moreover, the fact that most theories of deviance were constructed to account for male deviance does not mean that they cannot account for female deviance.”

Rather than posulating separate etiological theories for males and females, Smith and Paternoster (1987) join a number of investigators (cf. Simons, Miller, and Aigner, 1980) in suggesting that males and females differ in their rates of delinquency because they are differentially exposed to the same criminogenic conditions. In a close variant of this position, other investigators (e.g., Johnson, 1979) have suggested that males and females are differentially affected by exposure to the same criminogenic conditions. If such arguments are correct, then it is pointless to construct entirely separate theories to explain the delinquent behavior of males and females.

One traditional theory of delinquency that holds promise for a unified explanation of gender differences in offending is Sutherland’s (1947) theory of differential association, which argues that delinquency is learned largely in intimate social groups through face-to-face
interaction. Several studies suggest that differential association may be a critical factor in explaining gender differences in delinquency. Using self-report data from a sample of Iowa teenagers, Simons, Miller, and Alpert (1980) found that males and females experienced substantially different levels of exposure to delinquent peer attitudes in their everyday lives. "Males were much more likely than females to have friends who were supportive of delinquent behavior" (1980: 51). But although these investigators were able to establish sex-linked differences in exposure to delinquent friends, they did not isolate and quantify the effect of such exposure on sex-specific rates of delinquency.

Other studies illustrate the variant approach described earlier. Johnson (1979) tested an integrated model of delinquency containing family, school, socioeconomic, deterrence, and peer variables. Both among males and among females, the effect of delinquent associates outweighed all other variables in the model. But the effect of delinquent peers on self-reported delinquency was substantially stronger among males than among females. Smith and Paternoster (1987) examined the ability of strain theory, differential association, control theory, and deterrence theory to explain sex differences in adolescent marijuana use. They too found that association with deviant peers had the largest effect on marijuana use among both males and females, but the effect was once again stronger for males than for females. Despite the strikingly similar findings of these two studies, not all investigators have obtained similar results (see Smith and Paternoster, 1987). Many, however, have failed to employ appropriate interaction terms or tests of significance in making gender comparisons, or have used widely divergent measures of peer influence.

In a novel approach to explaining gender differences in offending, Mears, Ploeger, and Warr (1998) employed Sutherland's theory of differential association as well as Gilligan's (1982) theory of moral development. Gilligan argued that moral development in females is guided by the primacy of human relationships and by an overriding obligation to care for and to avoid harming others. This other-oriented quality of female moral development, she added, contrasts sharply with the moral socialization of males. If the moral imperative of women is "an injunction to care" (1982: 100), Gilligan argued, men tend to construe morality in more utilitarian terms, that is, as a set of mutually acknowledged rights that protect them from interference from others. Thus the driving principle of male morality is not responsibility to others, but the freedom to pursue self-interest. These gender-linked differences in socialization described by Gilligan imply that females will be more reluctant than males to engage in conduct that harms others, including criminal conduct.

Drawing on Sutherland and Gilligan, Mears, Ploeger, and Warr (1998) argued that gender differences in delinquent behavior may occur because males and females differ in their exposure to delinquent peers, and because males and females are differentially affected by exposure to delinquent peers. In the latter case, they argued, moral inhibitions act as a barrier among females, making them less susceptible than males to the influence of delinquent peers.

Using data from the National Youth Survey, Mears, Ploeger, and Warr showed that males are approximately 1.5 to 2.5 times (depending on the offense) more likely than females to have friends who engage in illegal conduct. But this fact alone, they determined, could not fully explain sex differences in offending. The authors also found that females reported significantly greater moral disapproval of every offense measured in the survey. But this fact could not, by itself, explain the sex differences in delinquency that they observed. Instead, the critical mechanism generating sex differences in offending, they concluded, was the impact of moral inhibitions in blocking the influence of delinquent peers. Among both males and females, they found, moral inhibitions acted as a barrier to peer influence. But that barrier was much stronger among females than among males. By "insulating" females from peer influence, strong moral inhibitions acted to discourage delinquency even among those females who had many delinquent friends.

SUMMARY

The purpose of this chapter has been to demonstrate the viability of peer influence as an answer to some of the most enduring questions about delinquent behavior. At the least, the evidence has shown that peer influence is a serious contender in explaining certain
fundamental features of delinquency, some of which have remained unresolved since the field of criminology was founded more than a century ago. What is perhaps most encouraging is the possibility that a single explanation may be capable of simultaneously explaining several of these features, a prospect that holds out hope for the sort of parsimony and simplicity rarely seen in the social sciences. As noted earlier, that explanation draws on familiar and well-documented features of adolescence, features that are readily observable by anyone who takes but a few minutes to watch the younger members of our society.

Conclusion

This book has been an effort to organize and evaluate the evidence concerning peer influence and criminal behavior. That delinquent behavior is predominantly group behavior is beyond dispute. That having delinquent friends is associated with delinquent behavior is equally indisputable. That these facts have any etiological significance when it comes to delinquent behavior, however, is disputable.

Some criminologists, as we have seen, dismiss these facts with scarcely a pause, either because they appear to be inconsequential, contradict a preferred theory, or can be readily explained away. In one of the more influential books in criminology in recent years, for example, Gottfredson and Hirschi (1990) utterly rejected the notion of peer influence and instead attributed criminal behavior to an absence of self-control. Gottfredson and Hirschi's distaste for peer explanations seems odd, however, when one considers that one of the principal ways by which groups seem to affect individuals is precisely by dissolving their self-control (see Chapter 4). The authors also make much of the similarities between criminal events and accidents—both ostensible consequences of low self-control. Yet among adolescents, the probability of a fatal motor vehicle accident increases in direct proportion to the number of adolescents in the vehicle (Chen et al., 2000).

Like a gorilla in the living room, the social nature of crime seems to push some investigators to extraordinary lengths in their efforts to
ignore it. To those who approach the topic of crime from a disinterested position, however, it is difficult to understand how investigators could overlook one of its most irrepressible features, even if they have doubts about its ultimate significance. The social nature of crime, after all, is one of its most lawlike features, and it is no different in this way from the age and sex-linked differences in crime that have so fascinated criminologists. In addition, there are a number of plausible theories of peer influence, and variability in peer relations, as we have seen in the previous chapter, is potentially capable of explaining some of the essential facts of criminal behavior.

One reason that peer explanations of delinquency remain so contentious and unsettled, I believe, is that the evidence in favor of them remains largely indirect. By that I mean to say that existing evidence on peer influence is largely correlational and often highly inferential, facts that leave room for legitimate questions about causal direction, selection effects, and other alternative explanations. As the Caemns (1994: 100) have noted, “It is a minor irony that the richness of theoretical speculations about peer groups and their influence has been matched by the poverty of empirical data available.”

Although research on peers clearly suggests the existence of some kind of peer influence, investigators have yet to pin down or even narrow the number of possible mechanisms by which such influence operates. Were they to do so, even in a limited way, much of the conventional skepticism about peer influence might well evaporate. The truth, however, is that despite strong and persistent evidence of peer influence in the etiology of delinquency, the exact mechanism(s) by which peers “transmit” or encourage delinquent behavior among one another remains a mystery.

The task of identifying such mechanisms is admittedly daunting, for there are some seemingly insurmountable methodological problems confronting those who choose to study peer influence. Nearly all research on peer influence and delinquency, for example, has relied on survey methods; yet those methods are inherently limited for such purposes. Conventional survey methods capture delinquent events after the fact (often long after the fact), through the clouded lens of memory, and with little ability to accurately place those events in time or in the social context in which they occurred. Adolescents can change friends numerous times between the occurrence of a delinquent event and a survey measurement of that event, and their life circumstances may have changed as well. Experimental methods, despite their potential advantages with regard to causal certainty, are difficult to apply to group behavior and criminal conduct in ways that do not compromise their external validity, and they often raise ethical concerns.

One fresh way to approach the matter is to borrow from the life-course perspective, which has come to be adopted in many fields, including criminology. As I noted earlier, a life-course approach shifts the units of analysis from individuals to periods or phases within individuals’ lives, facilitating both intra- and interindividual comparisons. A serious problem with conventional life-course approaches, however, is that they often focus exclusive attention on major life-course transitions/phases like marriage, employment, parenthood, and college attendance. As important as these events are, an approach as coarse as this is likely to miss finer, more short-lived phenomena like adolescent friendships (which constantly change—see Caemns and Caemns, 1994) and even most criminal careers, which tend to be short (Steffensmeyer and Allan, 1995).

In view of this problem, a preferable strategy for studying peer influence is to employ what could be called a micro-life-course perspective. Under this approach, changes during the life course remain the focus of attention, but the resolution shifts from months or years to days, weeks, or even hours. The most obvious advantage of this approach is the ability to measure brief events—transitory friendships, delinquent episodes—shortly after they occur, or even as they take place. There are other benefits as well. One of the principal advantages of the experimental method with respect to causal inference is its repeatability. The ability to produce an outcome consistently and reliably increases one’s confidence that the causal mechanism has been effectively isolated. Given the brevity of many adolescent friendships, the formation/dissolution of peer ties during adolescence is likely to be sufficiently frequent to enable repeated tests of peer influence within the biographies of individuals, a strategy that offers the advantages of
case control along with the potential to control for major life-course transitions within and across individuals.

Figure 6.1 shows how one might examine peer influences for a single individual using the micro-life-course approach. Once detailed data on peer contacts have been gathered (see Figure 6.1), information on the timing of those contacts (e.g., time since last contact, density and duration of contacts, overlap among contacts with different peers) can be integrated with information on each peer (emotional closeness, delinquent history, age, proinquity, socioeconomic status) to predict the subject's behavior at any point in time. Cumulative or lagged effects could be estimated, and data on the onset and cessation of friendships could potentially yield important evidence concerning the causal direction between delinquent behavior and peer associations. In addition, extended longitudinal data of this kind would permit investigators to assess (or control for) other life-course changes that are confounded with peer relations over time (e.g., changes in employment and in family conditions).

Critics might well ask: Even if this sort of design is desirable, how could it be implemented? One of my mentors - the late Maynard Erickson - used to argue to me that the only way to properly and effectively measure the group features of delinquency was through the use of daily diaries maintained by subjects (see also Emter and Reicher, 1995). Only through that method, he believed, could one keep account of the everchanging sociometry of delinquent groups and the fleeting nature of peer influence. The diary method might seem awkward and untenable, but diaries have been used to good effect to measure phenomena like the division of labor in family households (who does the cooking and washing, who takes care of the kids?). Another possibility is the ingenious and fruitful method employed by Coie and Hinshaw (1984), who gave beepers to teenagers and contacted them at random intervals to find out what they were doing.

The micro-life-course method may enable us to draw some strong conclusions about the existence and strength of peer influence and may help to resolve questions about the timing and causal direction of such influence. Less likely, however, is the possibility that it will tell
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patience nor the foresight to implement and monitor serious prevention programs.

Unlike some etiological theories in criminology, theories that emphasize peer influence have clear and practical implications for preventing or reducing crime. It is difficult to imagine a theory of crime, for example, that has more direct and unambiguous policy implications than Sutherland’s theory of differential association. To reduce the probability that an individual will engage in criminal conduct, one must limit or control his or her exposure to delinquent associates. Many policies and programs designed to reduce crime do in fact draw on this principle, if not always consciously or carefully. For example, after-school and summertime recreational programs for adolescents often are designed to provide an alternative to hanging out with the “wrong crowd.” Parents frequently encourage their children to participate in sports, scouting, or church activities on the grounds that their children will make friends with “good kids.” Parents are themselves often urged to supervise their children closely and to pay special attention to those with whom they spend their time.

Do such programs or policies work? Not necessarily, though for reasons that are not always obvious. For example, parents of high school students sometimes encourage their children to get jobs in order to fill their time and keep them away from the wrong kinds of kids. As noted earlier, however, employment is positively correlated with delinquency among adolescents, and one of the reasons seems to be that adolescents often work in settings where they associate with many of their age-peers and have little or no adult supervision (Floege, 1997). In a similar way, keeping a child away from other children only to put him or her in front of a television set bursting with violent programs may not have the intended effect.

Still, there are reasons to believe that regulating exposure to peers is an effective strategy for delinquency prevention. As we saw earlier, Warr (1994b) found that adolescents who reported spending much of their time each week with the family had low rates of delinquency even when they had delinquent friends. This finding strongly suggests that the family is ultimately capable of counteracting or overcoming peer

PEERS AND PUBLIC POLICY

Let us assume for the moment that delinquent conduct among adolescents is in fact a consequence of peer influence in one form or another. If so, then what practical implications does this have for controlling or reducing delinquency? Theories about the causes of crime are intrinsically interesting to many people, of course, but in a society beset by the hard realities of crime, a theory of crime causation ought to be something more than an intellectual exercise or mere armchair speculation. It should be pressed to offer some means to prevent or control crime in the real world.

Controlling crime, of course, does not necessarily require an understanding of its causes; prisons and the death penalty are proof enough of that. But just as a physician would rather prevent a disease than attempt to cure it after it is established (many diseases are incurable once under way), stopping crime before it happens by understanding and altering its causes is surely the most defensible and profitable course of action. Unfortunately, because it is an intrinsically long-term strategy, prevention is a difficult policy to sell to a skeptical and frightened public or to politicians interested only in the short term. Worse still, the very evidence that prevention is working is the fact that nothing happens. Demonstrating that something did not happen today because of strategies that were adopted years ago is, both empirically and politically, a difficult task. American culture, it would seem, has neither the
influence. This may be true merely because spending time with the family limits opportunities to engage in delinquency, but the effect remains the same. In addition, research consistently indicates (see Warr, 1993b) that adolescents who are close to their parents are less likely to report having any delinquent friends in the first place. This may occur because their parents monitor their friendships or because such children do not want to displease their parents, but in either case the point is that parents can reduce the chances that their children will have delinquent friends by remaining emotionally close to their children. Where this proves difficult or impossible to achieve, prohibiting or minimizing contact with delinquent friends ought to be an effective means of delinquency control. At the same time, however, parents who are overly restrictive can push their children toward delinquent peers and exacerbate the very problem they seek to avoid (Tulghini and Eccles, 1993).

The fundamental dilemma facing parents, of course, is that while peer associations carry the risk of delinquency, acquiring friends and achieving intimacy with age-mates is an essential and healthy part of adolescence, and depriving kids of time with their friends may have serious long-term consequences. In addition, spotting “bad” kids among one’s children’s friends is not always an easy task, and even hanging out with “good” kids may on occasion lead to inappropriate conduct.

Many intelligent parents attempt to keep a close eye on their children’s associations by maintaining contacts with the parents of their children’s friends. That is probably a wise course of action, but the fact is that none of the parents of an adolescent group may know what goes on in that group during unsupervised times. In the end, the only person who is in a position to know are the adolescents themselves, and that argues strongly for maintaining trust and open lines of communication with one’s children, even to the point of foregoing or limiting punishment at times in return for a child’s honesty. For many parents, achieving such a degree of communication may seem hopelessly difficult and even unrealizable, but the alternative is to turn over the task of socializing one’s own children to others, others who may have no stake in the outcome.
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PENDING QUESTIONS

Through the course of this book I have raised many questions about peer influence, most having to do with its nature or with issues of evidence. There remain a number of important empirical questions about peer influence, however, that deserve careful consideration as topics for further research.

Old Friends

Most studies of peer influence concentrate on the relations among adolescents and their current friends, a reasonable place to begin investigation. But adolescents’ behavior at any particular time may be affected by those they have known in the past as well as by those who share their present. Indeed, it was precisely such a possibility that led Sutherland to stipulate the “priority” of relationships as one of the key elements of his theory of differential association. Under Sutherland’s conceptualization, relationships at earlier ages are allegedly more consequential in shaping later behavior than more recent relationships. Sutherland offered no explicit rationale for this point of view, but it seemed to rest on an assumption that individuals are more impressionable in their younger, formative years.

As noted earlier, however, adolescents’ behavior is more strongly correlated with the behavior of their current friends than with that of prior friends, and the similarity between adolescents’ present behavior and the behavior of friends at earlier ages declines steadily as the interval between the two increases (Warr, 1993b). Consequently, adolescents seem to be most strongly influenced by their immediate friends, and the impact of previous relationships evidently recedes fairly quickly. This phenomenon appears to support situational (or at least short-term) explanations of peer influence, under which behavior depends on whom one is with now. It also accords with social learning theory in the sense that behavior that is no longer reinforced (as might happen when one changes friends) is eventually extinguished.

At a practical level, the apparent decay in peer influence over time means that investigators must pay close attention to the temporal
lags specified in longitudinal models of peer influence. For example, Matsueda and Anderson (1998) report smaller peer effects than those obtained in many studies of peer influence, but they employed lag times that were considerably longer than those found in most investigations. Their study examined waves 1, 3, and 5 of the National Youth Survey, meaning that subjects’ and friends’ behaviors were separated by a period of up to several years. In fact, even self-report studies that purportedly rely on contemporaneous measures of subject and peer behavior often use reference periods (the period about which questions are asked) of a full year, permitting large potential gaps between these two variables. Because the life span of adolescent friendships is often measured in weeks or months (e.g., Cairns and Cairns, 1994), even “contemporaneous” measures of this kind can result in significant measurement error and potentially erroneous conclusions. The micro-life-course approach advocated earlier resolves such problems by minimizing gaps in the chain of observations.

Apart from attending to temporal lags, the crucial issue confronting investigators is how to assess the effect, if any, of prior friends. Although the effects of former friends may recede quickly, they may not disappear altogether, and their cumulative effect may not be trivial. And although friends come and go rapidly during adolescence, some friendships are of much greater duration than others, and there is reason to believe that longer friendships have longer-lasting consequences (Warr, 1993a). Then, too, one of the lessons learned from research on peer rejection (e.g., Parker and Ashley, 1987) seems to be that peer relations (or at least this form of peer relations) can have measurable effects long after they have ceased. Finally, the choice of friends at any one time (that is, the pool of available associates) may be influenced or constrained by earlier choices, a possibility that is envisioned by labeling theory. In fact, it seems that delinquent friends are often “sticky friends”: once acquired, they are not easily lost (Warr, 1993a).

The larger point is that investigators must pay careful attention to the histories of peer relations among their subjects, histories that may differ substantially even for those adolescents who have similar current friendship patterns.

Age and Co-offending

Earlier, I noted that the propensity to commit crime with others declines with age. The larger delinquent groups of early adolescence are replaced by the triads and dyads of middle and late adolescence and, eventually, by predominantly solitary offending in the early twenties (Reiss, 1966; Hood and Sparks, 1970; Reiss and Farrington, 1991). This seemingly straightforward process, however, is complicated by the age distribution of crime itself; recall that age-specific rates of offending peak in the middle to late teens for most offenses. Taken together, these two phenomena—the age distribution of crime and the age distribution of co-offending—mean that the transition to lone offending occurs at the same time that most offenders are abandoning crime. The interaction between these two processes is not well understood, and it may be complex. To complicate matters even further, buried within the general age distributions of offending and co-offending may lie smaller, specialized populations with age distributions that are distinct from, and are masked by, the general population.

To illustrate these possibilities, consider a phenomenon that might be called selective desistance. Imagine a small subset of offenders who require no social support of any kind for their criminal activity, who are primarily or exclusively lone offenders, and who persist in crime long after the age at which most offenders have desisted (i.e., well into adulthood). Now imagine a much larger group of “ordinary” offenders who require co-offenders for most or all of their delinquent behavior and who follow the general age distribution of offending. As these ordinary offenders increasingly desist from crime in late adolescence and early adulthood, those offenders who remain active will increasingly be composed of persons from the first category. Taken as a whole, the combined age distributions of these two groups would resemble the familiar age distribution of crime itself (see Chapter 5), with offending dropping sharply in late adolescence and
early adulthood, and with a small minority of offenders who persist into later life. Yet what would at first appear to be a single unitary process would actually, under this scenario, be the unfolding of two quite different processes.

This hypothetical situation corresponds, at least generally, to what Moffitt (1993) had in mind when she posited the existence of “life-course-persistent” offenders and “adolescence-limited” offenders. The former, she argued, suffer from a neurophysiological deficit that is present from an early age and that contributes to criminally throughout life. The latter, much larger group consists of adolescents who are reacting to the temporary “maturity gap” between the privileges of young people and those of adults. Whether this particular formulation is correct or not, recent research has suggested that there may in fact be discernible subgroups of offenders with distinctly different age trajectories (D’Unger et al., 1998). The key to explaining such trajectories may lie in examining not only the offending histories of each group but their co-offending histories as well.

To date, few criminologists have paid much attention to the decline in group offending that occurs with age, perhaps because the kind of data required to examine it—protracted longitudinal data on group offending—is quite scarce (for an exception, see Reiss and Farrington, 1991). This state of affairs is most unfortunate, because if the group nature of delinquency does have any etiological significance, then any event or process that diminishes group offending deserves serious attention.

Heterogeneity of Motivation in Groups

Most conventional theories of delinquency focus on individuals rather than groups, and pay no theoretical attention to the group nature of delinquency. Consequently, they seem to portray delinquent groups as mere aggregates of like-minded or similarly motivated individuals. As I have frequently noted in this book, however, one cannot simply assume that all members of delinquent groups are equally motivated or inclined to break the law on any particular occasion, and there are grounds for suspecting otherwise.

Reiss (1986; see also Watt, 1996) distinguished between “instigators” and “joiners” in delinquent groups in an effort to capture apparent differences in intent and motivation, but even that distinction probably fails to adequately reflect the full range of motivation within many groups (not to mention differences in the same group from one occasion to the next). In criminal law, which must attempt to anticipate and codify the sometimes complex relations among co-offenders, various degrees of individual or joint motivation among offenders are conventionally recognized. Under the word “accomplices,” for example, Black’s Law Dictionary (1968: 39) distinguishes between persons who share “common intent” and those who contribute only through their “presence, acquiescence, or silence.” As one type of *particeps criminis* (participant in crime), an *aider* (from the French word meaning to help an animal) is one who “commands, advises, instigates, or encourages another to commit a crime” (1968: 17). By contrast, one who merely “aids” a crime lacks criminal intent and knowledge of the wrongful purpose of the perpetrator (1968: 17). Still another *particeps criminis* is an *accessory before the fact,* or “one who, being absent at the time a crime is committed, yet assists, procures, counsels, incites, induces, encourages, engages, or commands another to commit it” (1968: 49). By convention, some crimes (e.g., treason) do not recognize accessories of any kind; all participants are considered to be principals.

This brief and superficial foray into criminal law is intended merely to illustrate that, in this instance at least, the law is well ahead of social science in imposing conceptual order on human behavior. As for social scientists, why does motivational variability in groups matter? Apart from a duty to accurately describe social behavior, one reason is that different theories of peer influence sometimes imply different degrees of motivation within the group (see Chapter 4). Under some mechanisms of peer influence, one need not assume that each member of the group actually wishes to engage in the conduct in question; to assume otherwise is to “overexplain” the event by overestimating the motivation that led to it, or to mistake the motivations of some group members. As a prelude to testing specific theories of peer influence, it might make sense simply to measure in a systematic way the variability of motivation within (and across) delinquent groups,
using methods more refined than the few occasional attempts of the past (e.g., such questions as "Whose idea was it?"). Information of this kind might significantly narrow the field of possibilities when it comes to identifying mechanisms of influence within delinquent groups.

Structural Variation in Peer Associations

Even though it connotes a social process, criminologists typically apply the concept of peer influence to explain individual variability in delinquent behavior, i.e., why one person engages in delinquency while another does not. What researchers often seem to overlook is the possibility that peer interaction may explain some of the larger social-structural correlates of crime - poverty, divorce, illegitimate births - as well, including those variables emphasized by social disorganization theorists and by more recent community approaches to crime (e.g., Bursik and Gansmick, 1993; Sampson and Groves, 1989; see Masueda and Himmel, 1987, for a rare exception to this rule).

Let us suppose, for example, that children from one-parent households are subject to less parental supervision than children from two-parent households, leaving them with more time on their hands to spend with friends outside the home. The absence of one parent, after all, can seriously handicap the ability of the remaining parent to supervise his or her children, and the situation becomes even more serious if the sole parent must work outside the home to support the family.

If family structure does indeed affect parental supervision and, in turn, exposure to delinquent peers, this fact might explain the frequently observed correlation between crime rates and rates of divorce and other forms of family disruption (desertion, separation). It might also help to explain the correlation between poverty and crime, inasmuch as poor households are disproportionately single-parent (i.e., female-headed) households. For poor families, in addition, money for paid supervision of children is scarce, community activities for youth are often limited or unavailable, and the street or "turf" frequently becomes the hangout of poor youth (e.g., Sullivan, 1989; Anderson, 1999).

Extending the case further, the same logic can be applied to racial and ethnic differentials in offending. African-American families, for example, are far more likely than white families to fall below the poverty line and to be female-headed households, and they are more likely to live in inner city environments where gangs compete for the attention and loyalty of the young and sometimes offer a replacement for the family itself (Anderson, 1999). Parental supervision, of course, may not be the only peer-related variable underlying structural correlates of crime. For example, if low-income parents typically use more harsh or erratic discipline with their children than do high-income parents, then they are more apt to drive their children away from the family and toward their peers (Fuligni and Eccles, 1999).

Among the most important "structural" differences in crime are cross-national differences in crime rates. As we saw in Chapter 9, variation among nations in the role of peers during childhood and adolescence is of such magnitude that it would be remarkable if it did not have any impact on crime rates, if only through the availability of co-offenders to young people. Yet efforts to explain differences in crime rates among countries commonly concentrate on variables like economic development, while overlooking peers. As things stand today, even elementary measures of peer influence - time spent with friends or number of friends - are unavailable in any systematic way for most countries of the world, a situation that ought to be intolerable to criminologists. If criminology is ever to become a truly comparative field, it might well begin by examining cross-national differences in peer associations and their relations to crime rates.

Inferring Peer Influence

One of the stronger points of evidence in support of peer influence, as I have observed throughout this book, is the correlation between the behavior of adolescents and that of their friends. Scores of studies conducted over many decades attest to the robustness of this correlation. At the same time, there remain serious questions about what ought and ought not to be construed as evidence of peer influence, and how peer influence should be measured or inferred.
In and of itself, a strong correlation between the behavior of adolescents and that of their friends is of limited value for demonstrating peer influence. Even if we assume that the correlation is indicative of influence rather than selection (homophily), and even if we assume that the correlation is not an artifact of measurement, the correlation itself says nothing about the process or mechanism of influence that gave rise to it, and the number of possibilities is large (see Chapter 4).

And although correlations of this kind are often offered as evidence of peer influence, the comparability and import (i.e., generalizability) of behaviors used in computing such correlations is sometimes open to question. Early studies of peer influence (and a few more recent ones) frequently examined the correlation between respondents' self-reported delinquency and whether or not their friends had ever "had trouble with the police." No attention was given to whether the behaviors of the respondent and his or her friends were similar or comparable. In contemporary research using the National Youth Survey and other comprehensive data sets, respondents are asked about a large variety of specific behaviors that they and their friends may have engaged in. Using data of this kind, many investigators create scales or indices of subjects' and peers' behavior and examine the correlation between the two. With many such indices, however, the precise behaviors of subjects and peers can differ enormously, and there may in fact be no exact overlap in their behavior at all (e.g., John sells marijuana while his friend Ronnie steals cars).

When investigators employ such methods, it is often unclear what theory of peer influence they are relying on or attempting to test. For example, the concept of imitation from social learning theory suggests that investigators search for exact behavioral parallels among peers, not just general similarities. The same is true if one assumes that peer influence requires the physical presence of peers during delinquent events (i.e., group offending), since subject and friends are presumably participants in the same event(s).

As far as I can determine, investigators who employ broad composite indices of offending seem to be relying on a theory of peer influence that emphasizes some form of attitude transference with very generalized consequences. Having friends who commit any kind of delinquency, in other words, supposedly opens the door for adolescents to commit any other kind of delinquency. Available evidence, however, consistently fails to support the notion of attitude transference when it comes to peer influence and delinquency (Warr and Stafford, 1991), and there is good reason to believe that compliance with peers does not require shared attitudes at all (see Chapters 1 and 4).

Ultimately, the larger question to be confronted is this: What exactly constitutes evidence of peer influence? If the answer is behavioral similarity, how closely must the behaviors of the parties resemble one another? Criminal conduct covers such a vast range of behavior that it is difficult to believe that a correlation between any forms of criminal behavior among peers can be construed as evidence of peer influence. My own position, evident in my research, is that, net of any common source of influence like parents or other mutual associates, the stronger the behavioral similarity between peers (including not only the specific form of behavior but its temporal and spatial pattern as well), the stronger the evidence of influence. My reasoning, which may be wrong, is that theories of peer influence (particularly those that emphasize co-offending) generally provide more reason to anticipate a close match between ego and alter's behavior than merely some general similarity or broad common denominator (e.g., "deviant" or "unlawful" behavior).

The most compelling evidence of peer influence would most likely come from studies employing true experimental designs, where subjects are randomly assigned to groups (say, residential units) under controlled circumstances that minimize external influences, and where investigators can measure attitudinal and behavioral convergence among subjects over time and across conditions. This is the approximate design used by the Sheriffs (1964), for example, in their study of friendship formation in summer camp dormitories. The logistical and ethical problems of such research are not trivial, however, and they become even more serious when one considers the prospect of placing seriously delinquent youth in the company of others, more conventional youth (though the direction and strength of influence would be a truly fascinating issue). For these reasons, and because of modern constraints on the use of human subjects, such research
is unlikely to take place any time soon. One seeming approximation to a true experiment would be to examine youth who enter juvenile or adult detention facilities and observe any changes in their behavior over time. But assignment to such facilities is scarcely a random variable (nor could it be), and the initial composition of the population with respect to the independent variable (deviant behavior or attitudes) is not under the control of the investigator. As is often the case, applying the experimental method to human behavior is not an easy task. Yet such research might help to resolve the most critical questions about the existence and nature of peer influence.

QUALIFICATIONS AND CLARIFICATIONS

The emphasis on peer influence throughout this book may leave the impression that I regard such influence to be the sole cause of crime, or at least the only cause important enough to merit serious attention. Criminologists, to be sure, have always had a penchant for monocular explanations, and this book may appear to be one more instance of that tendency.

But that characterization misses my point of view. The evidence amassed in criminology over the last few decades, I believe, supports the proposition that peer influence is the principal proximate cause of most criminal conduct, the last link in what is undoubtedly a longer causal chain. This position does not preclude other explanations of crime (e.g., social inequality, family disruption, social disorganization, severed bonds to conventional institutions), but holds that such variables ultimately affect crime by regulating exposure or susceptibility to delinquent peers (see, for example, Ferguson and Horwood, 1999).

For example, despite the intense historical rivalry between differential association and control theory, the emphasis on the parent/child bond in control theory is well justified by research, in my view, and I concur with Elliott, Huizinga, and Ageton (1985) and others that this bond has a powerful impact on exposure/susceptibility to delinquent peers, and through that channel, on delinquency itself. In all

likelihood, the parent/child bond itself is affected by factors like employment status, poverty, family disruption, and (sub)cultural definitions of parenting. The general point is that one cannot look only to peers to understand criminal behavior. But social scientists ought to recognize that peers appear to be a vital mediating element in the causal sequence leading up to crime.

I would also concede that there are forms of criminal or deviant behavior that have little to do with peer influence. For example, Titler and Paternoster (2000) classify types of deviant behavior according to their "sociality," and though they assert that "with few exceptions such as suicide (most of the time) and serial killing, deviance is a group phenomenon" (2000: 397), they also observe (2000: 49) that

some deviant behavior can be, and almost always is, performed alone; a person doesn't need to be taught how to do it; its practice does not require the cooperation of others; and its continuation does not depend upon emotional and social support from its practitioners.

Aside from suicide and serial killing, Titler and Paternoster characterize certain apparent forms of mental illness (eating feces, nonsense language) as "individualized" deviance. One might dispute that interpretation by arguing that certain forms of crime and deviance are a consequence of peer rejection (see Parker and Asher, 1987; Rupenskild, Cole, and Dodge, 1990), or by asserting, as Titler and Paternoster themselves do, that it is the very inability "to relate to others" that gives rise to such behaviors. Yet even were that true, it is simply silly to argue that human beings are incapable of original, solitary, unsocialized behavior, and a theory is strengthened, not weakened, by identifying the class(es) of things or events to which it does not apply. In the end, deviant behavior is a country into which there are many roads, even if one may be a highway.

As for the limits of peer explanations, we saw earlier that assault appear to be among the least "groupy" offenses, and there is some reason to believe that, as a class, violent offenses are less often committed by groups than are other offenses. For example, Gold (1970: 86)
concludes from his data that "the least compassionate acts are impulsive in the degree to which they directly express sexual and aggressive impulses." If this is indeed true, it would not rule out group influence in all violent conduct, and there is good reason to believe that it is not essential in some situations (see Chapter 4). Nevertheless, it seems clear that the presence of co-offenders is not a necessary condition for violence.

In some ways, this idea is not surprising or unexpected. Younger offenders are more likely to operate in groups than older offenders, but it is older offenders who are more likely to engage in violence (e.g., Steffensmeier et al., 1986). Among children, at least, aggressive youngsters are often rejected by their peers (Asher and Cole, 1990; Parkhurst and Asher, 1997). And while many criminal events (including violent ones) seem to result from processes set in motion when groups assemble, violent events also occur when feuding parties chance upon one another in a restroom or bar or at work, or when circumstances bring to life a new grievance or aggravate an old one. In such cases, the onset of conflict is not dependent on the presence of co-offenders, though it may well depend on the presence of bystanders or onlookers (see Chapter 4). Unfortunately, although self-report and victimization studies often obtain data on the number of offenders and/or victims present at criminal events, they consistently fail to measure the total number of people (including bystanders and other participants) present at those events and the relationships among them. Without data of this kind, it is difficult to decipher the nature of social influence during violent events.

Even when violent offenders act alone, of course, it does not rule out peer influence as an operative element. Individuals may engage in violence in anticipation of the status they stand to gain (or lose) with peers, even if those peers are not present at the moment. (Cold [1970] reports that a sizable proportion of lone offenses reported by adolescents in his survey were quickly recounted to friends.) And whether individuals even recognize or define situations as opportunities for violent crime (e.g., a date as an occasion for rape) can depend on the understandings they have acquired from peers (see Akers, 1988).

**FINAL COMMENTS**

Through most of the twentieth century, the field of criminology was understood and accepted by academics as a subfield of sociology. The reasons for this seemed clear enough, even to those outside the discipline. Many of the central features of criminal behavior—social class differences, the importance of family and neighborhood, the group nature of delinquency—argued for a sociological approach to the study of crime (e.g., Erickson and Jensen, 1977).

In the late twentieth century, however, investigators from other disciplines—developmental, behavioral, and evolutionary psychology, neurophysiology, and genetics—and even some sociologists raised challenges to the sociological hegemony over the field. Paradigmatic challenges of this sort are not new to criminology, but the evidence and arguments advanced by these challengers were not always trivial or readily dismissible, and when combined with the growing institutional rift between sociology and criminology/criminal justice departments in American universities, they gained ground as in no previous time.

To sociologically oriented criminologists, this new era in criminology has been disorienting and even threatening. What many fail to realize, however, is what a genuine blessing in disguise it truly is. As in any healthy and vibrant science, challenges to orthodox points of view force those who hold such views to reexamine the evidence for their positions and, in so doing, to come to a new appreciation of their own perspective or to concede its weaknesses and accede to a new paradigm.

When it comes to peer influence, this sort of shake-up may be precisely what is needed, for criminologists have often labored under conceptions of peer influence that border on the mystical and that could not possibly bear the weight of close examination. All too often, they have settled for the sorts of everyday adages ("peer pressure," "one bad apple") that populate the English language and are suitable only for afternoons at the pub.

As I have sought to demonstrate in this book, there is every reason to suppose that peer influence is critical to understanding criminal conduct. But the evidence for that argument will ultimately come from
those who are not content to let the issue die, and are willing to undertake the serious scientific work necessary to settle the question. Even if the answer proves to be negative, it would still rest an issue that has divided criminologists at least since Sutherland’s time and has fueled more than a few passionate disputes in the field. As with any truly good question in science, however, a negative answer would be of no less value to the field than an affirmative one.
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